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Abstract of the contribution: In SA2#101bis, S2-140829 suggested that 2 new QCIs are to be standardized for GCSE. This paper discusses a way to allow more forward-looking uses of QCI.
1. Introduction

S2-140829, it was suggested that Mission Critical Push to Talk Voice GBR bearer (QCI-65) needs to have higher priority than signaling QCI (QCI-5). One reason indicated was that:

While the high priority of the IMS QCI is needed to make sure that any needed release of IMS transactions succeeds, the IMS QCI can also be heavily loaded by much less urgent IMS signalling, e.g. Presence updates, leading to latencies. Hence it is suggested that the Mission Critical Push to Talk is given a higher Priority Level than that of QCI 5. Non-Mission-Critical Push to Talk traffic should however have a lower priority than QCI 5.
Further more, it is also hinted that push to Talk signaling uses QCI-5 (non GBR).

Push to Talk signalling (e.g. floor control and talker ID) is sometimes multiplexed in with the media. However, a media bearer’s Packet Error Loss Rate of 10-2 may be more than expected for Push to Talk signalling. Hence it is suggested to aim the Push To Talk Signalling to QCI 5 (IMS). When the exact requirements for Push To Talk signalling are known in Rel-13, it may be necessary to (re)consider this.

However, we believe a properly designed system should always ensure the signaling part has higher priority than user plane.

2. Discussion

The signaling for PTT (e.g, QCI-5) could be used for group registration, session setup, and floor control. This type of signaling establishment between the UE and GCSE AS is needed prior to any possible speech media (and associated talker ID carried in RTP packet) delivery via Unicast or MBMS Delivery. From this order of importance, signaling QCI must have higher scheduling priority than user plane.
Overloading of QCI-5 due to non-urgent IMS signaling is a generic issue and should be solved via other means.

Another point for discussion is whether a newly introduced QCI has to be defined for GCSE purpose only. That may need further discussion on how many more QCI-Xs are needed. The essential point for a new QCI definition is to allow eNB to handle this QCI differently (like …” reasonable battery saving (DRX) techniques in both RRC Idle and RRC Connected mode” or any potential CAC to be defined in Release 13 by RAN). This type of requirement can be applied to any GBR that could be part of GCSE usage. 

On the other hand, any new standardized QCI definition should be generically usable by other applications besides GCSE without the special DRX requirement as such.

To accommodate this type of flexibility, we could designate the 2nd MSB in the QCI code-point to denote “GCSE related QCI” as follows:

- Current QCI definition in TS 29.212 is defined as follows:
	0: Reserved

10-127: Reserved

128-254: Operator specific

255: Reserved




The new proposal would divide the QCI coding as follow:
	GBR QCI-value
	normal GBR QCI code-point:
	GCSE related QCI code-point

	QCI-1
	00000001
	01000001

	QCI-2
	00000010
	01000010

	QCI-3
	00000011
	01000011

	QCI-4
	00000100
	01000100

	e.g., new QCI-32
	00100000
	01100000


Non GBR and operator specific GBR (i.e., [10000000 – 11111110) is not impacted by 2nd MSB marking for GCSE.
3. Proposal 

If agreed, NSN will bring a CR to TS 23.203 at SA2#103. An LS to CT3 (and RAN WG) should be sent to indicate SA2’s view of this QCI scheme for GCSE.

Y.3
Draft Changes to TS 23.203 v12.3.0

This clause is work in progress and needs to be validated by SA2 and other working groups.  
6.1.7
Standardized QoS characteristics

6.1.7.1
General

The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR.

Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP‑CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. An SDF is a special case of an SDF aggregate. The QCI is scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.) and that have been pre-configured by the operator owning the node (e.g. eNodeB).

6.1.7.2
Standardized QCI characteristics

This clause specifies standardized characteristics associated with standardized QCI values. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PCEF (see figure 6.1.7‑1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR);

2
Priority;

3
Packet Delay Budget;

4
Packet Error Loss Rate.
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Figure 6.1.7-1: Scope of the Standardized QCI characteristics for client/server (upper figure) and peer/peer (lower figure) communication

The standardized characteristics are not signalled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE's current access (3GPP or Non-3GPP).

The one-to-one mapping of standardized QCI values to standardized characteristics is captured in table 6.1.7.

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	32

(NOTE 7)
	
	1<priority<2
	75ms
	10-2
	High performance Push to Talk (short delay)

	5
(NOTE 3)
	
	1
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	6
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	7
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	8
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:   For short delay media delivery, PCEF should be located "close" to the radio base station (roughly 10 ms) (i.e,. home routed roaming situation). Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.


The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR SDF aggregates are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non GBR SDF aggregate may be pre-authorized through static policy and charging control.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

NOTE 1:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

The support for SRVCC requires QCI=1 only be used for IMS speech sessions in accordance to TS 23.216 [28].

NOTE 2:
Triggering SRVCC will cause service interruption and/or inconsistent service experience when using QCI=1 for non-IMS services.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI's PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex J for details. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 is the highest Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall meet the PDB of an SDF aggregate on Priority level N in preference to meeting the PDB of SDF aggregates on Priority level N+1 until the priority N SDF aggregate's GBR (in case of a GBR SDF aggregate) has been satisfied. Other aspects related to the treatment of traffic exceeding an SDF aggregate's GBR are out of scope of this specification.

NOTE 3:
The definition (or quantification) of "sufficient radio channel quality" is out of the scope of 3GPP specifications.

NOTE 4:
In case of E-UTRAN a QCI's Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see TS 36.300 [19] for details).

The Packet Error Loss Rate (PELR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E‑UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E‑UTRAN). Thus, the PELR defines an upper bound for a rate of non congestion related packet losses. The purpose of the PELR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PELR is the same in uplink and downlink.

NOTE 5:
The characteristics PDB and PELR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies.

Every GBR QCI, the 2nd MSB is used to designate whether such GBR is associated with group communication as specified in TS 23.468 [xx]. 

NOTE 6:  eNodeB may use this indication to achieve reasonable battery saving (DRX) techniques in both RRC Idle and RRC Connected mode, for the first packet(s) in a downlink talk or signalling burst, the PDB requirement is relaxed but not to greater than 320ms.
6.1.7.3
Allocation and Retention Priority characteristics

The QoS parameter ARP contains information about the priority level, the pre-emption capability and the pre-emption vulnerability. The priority level defines the relative importance of a resource request. This allows deciding whether a bearer establishment or modification request can be accepted or needs to be rejected in case of resource limitations (typically used for admission control of GBR traffic). It can also be used to decide which existing bearers to pre-empt during resource limitations.

The range of the ARP priority level is 1 to 15 with 1 as the highest level of priority. The pre-emption capability information defines whether a service data flow can get resources that were already assigned to another service data flow with a lower priority level. The pre-emption vulnerability information defines whether a service data flow can lose the resources assigned to it in order to admit a service data flow with higher priority level. The pre-emption capability and the pre-emption vulnerability can be either set to 'yes' or 'no'.

The ARP priority levels 1-8 should only be assigned to resources for services that are authorized to receive prioritized treatment within an operator domain (i.e. that are authorized by the serving network). The ARP priority levels 9-15 may be assigned to resources that are authorized by the home network and thus applicable when a UE is roaming.

NOTE:
This ensures that future releases may use ARP priority level 1-8 to indicate e.g. emergency and other priority services within an operator domain in a backward compatible manner. This does not prevent the use of ARP priority level 1-8 in roaming situation in case appropriate roaming agreements exist that ensure a compatible use of these priority levels.
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