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Abstract of the contribution: The paper highlights the need of short reaction times for real time applications.
1. Discussion
Stage 1 clearly defines that the network shall react to congestion in a timely manner (see yellow highlighted stage 1 text below). For CN based solutions this requires a short reaction time, especially to avoid degradation of QoE in case of real time applications (e.g. video streaming).
Congestion feedback via u-plane is the fastest possible feedback channel and maybe the only way to react fast enough to minimize impacts for real time applications. In such scenario congestion mitigation measures may be performed directly by a content server, which may subscribe to traffic event reports, i.e. the content server acts as an AF. The content server then can perform mitigation measures, e.g. adjust the communication media parameters of real-time communications so that they consume less bandwidth (see TS 22.101 section 27.4b).

2. TS 22.101: Stage 1 requirements for UPCON (see yellow highlighted text)
27
User plane congestion management
27.1
Introduction

RAN user plane congestion, in the context of this clause, is considered to be congestion that affects the user plane, which may last for a few seconds, a few minutes, or a few hours due to arrival of new active users, increase of communication intensity of existing users, the radio environment changing, the mobile user changing location, and other reasons, thus causing the capacity of RAN resources to transfer user data to be exceeded. A short-duration burst of user plane traffic should not be identified as RAN congestion.

27.2
General

a)
The network shall be able to detect RAN user plane congestion onset and abatement. Mechanisms to cope with RAN user plane congestions should be resilient to rapid changes in the level of congestion.

b)
The network shall be able to identify whether or not an active UE is in a RAN user plane congested cell.

c)
The network operator shall be able to configure or provision and enforce policy rules to best deal with RAN user plane congestion.
d)
The system should react in a timely manner to manage a RAN user plane congestion situation, i.e. that the measures taken become effective to promptly help resolve the RAN user plane congestion.
e)
The signalling overhead caused by RAN user plane congestion management solutions in the system shall be minimized.
f)
The network shall be able to take into consideration the RAN user plane congestion status and the subscriber's profile when coping with traffic congestion.

27.3
Prioritizing traffic

a)
The network shall be able to identify, differentiate and prioritize traffic from different applications in order to provide these applications with appropriate service quality based on RAN user plane congestion status, taking user related information and content type into account.
Note 1:
The applications may include social networking, OTT video, blogging, internet games, FTP, software patches and updates, non real time services, etc.

b)
According to operator policy, during RAN user plane congestion the operator shall be able to select the communications which require preferential treatment and allocate sufficient resources for such communications in order to provide these services with appropriate service quality.

c)
According to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.

Note 2:
Preferably, connections/flows need to be adjusted such that the user experience is not negatively affected.

27.4
Reducing traffic

a)
Based on RAN congestion status and according to operator policy, the network shall be able to reduce the user plane traffic load (e.g. by compressing images or by adaptation for streaming applications) taking into account UE related information (e.g. UE capabilities, subscription).
b) 
The system shall be able to adjust the communication media parameters of real-time communications so that they consume less bandwidth.
c)
The system shall be able to distinguish between different media involved in the communication (e.g. media for voice and media for video portions) and in case of RAN user plane congestion (re-)negotiate each media separately to consume less bandwidth.

d)
According to operator policy, the network shall be able to select specific applications and control the data rate of the identified applications based on RAN user plane congestion status, at the same time taking into consideration user related information (e.g. a "platinum" subscription user should have good experience even if experiencing congestion) and content type (e.g., text vs. image).

e)
Any use of application identification should consider the impact on Multi-Operator Core Network (MOCN) partner(s) gaining information on the use of the network by the other MOCN partner(s).
27.5
Limiting traffic

a)
The network shall be able to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE, e.g. to defer Push services based on the RAN congestion status and operator policy.

b)
The system shall be able to apply different handling (e.g. be able to prohibit or delay) all or a particular selection of IP bearer service requests depending on whether a service request is for Unattended Data Traffic or Attended Data Traffic.
3. Proposed text for TR 23.705
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6.1.5
RAN congestion reporting solutions

6.1.5.1
Solution 1.5.1: RAN user plane congestion reporting by GTP-U extension

6.1.5.1.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in a GTP-U header extension of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.

-
Additionally, the location of the congested RAN, such as the CELL ID, may also be included in the extension.
Editor's Note: Whether the Cell ID and what additional information is required to be provided along with RCI is FFS.
The user plane core network nodes such as the GGSN/PGW will inspect the GTP-U header and obtain the congestion information. Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor's Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. Once the congestion is detected, the RCI is included in all the uplink GTP-U packets.
NOTE:
In case where there is no uplink traffic, then the current RCI is indicated to the CN once the next uplink packet is sent.
For the home routed roaming case, it should be possible to configure the VPLMN so that the RCI is not reported from VPLMN to HPLMN.
Editor's Note: Whether in case of home routed roaming it is sufficient to disable reporting of RCI for all HPLMNs or whether it is required to enable/disable RCI reporting for specific HPLMNs and how to achieve this is FFS.
In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to generate the congestion information in consideration of RAN sharing configuration.
The CN performs congestion mitigation measures based on received RCI.
6.1.5.1.2
High-level operation and procedures

The solution procedures are the following (see Figure 6.1.5.1.2-1):
1)
The congestion indicator is reflected in the uplink data traffic packet. The packet header is included with the RCI (RAN Congestion Information) which includes the level of congestion and potentially also the location information (e.g. Cell ID) 

2)
The GGSN/PGW investigates the GTP-U header and obtains the congestion information.

3)
The GGSN/PGW may report the congestion information to other network nodes:

a)
Event reporting over Gx in order to inform the PCRF shall be implemented as defined in the subclause 6.1.5.1.3.1;

b)
RCI transfer to the TDF/AF shall be implemented as defined in the subclause 6.1.5.1.3.3.
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Figure 6.1.5.1.2-1: User-plane congestion management – high-level view.
6.1.5.1.3 
Congestion information transfer from the GGSN/PGW to other core network entities

6.1.5.1.3.1 
Event reporting over Gx

In order to enable dynamic policy control for user plane congestion management as described in the subclause 6.1.5.1.4, the reporting step 3a is assumed to be done by an extension of the PCC event trigger reporting mechanism over Gx. The following definition is used:

User Plane congestion event report: A notification provided by the PCEF to the PCRF indicating the occurrence/change of user plane congestion status in case the PCRF has subscribed for the corresponding User plane congestion event trigger; it contains at minimum the RCI and may contain information about the scope.
The following assumption is taken:

· The PCRF shall be able to subscribe to User Plane congestion event triggers based on severity levels.

Editor's note: equivalent functionality for PMIP is FFS.
6.1.5.1.3.2
Event reporting over Rx

The PCRF may also provide – subject to agreement with the AF provider – an indication related to the RAN congestion status to the AF.

Editor's Note: It is FFS whether the indication to the AF consists of a maximum bitrate and/or the RCI and/or other information.

In order to enable an Application Function (AF) to receive such indication, an AF shall be able to subscribe to notifications from the PCRF. If an AF subscribes to receiving notifications, then the PCRF shall subscribe to receiving RAN congestion information over Gx for the same IP-CAN session as specified in the previous section.

6.1.5.1.3.3
RCI transfer to the TDF/AF
6.1.5.1.3.3.1
General

If usage of congestion mitigation measures per congestion level may be required without PCRF involvement, the RCI transfer from the GGSN/PGW to the TDF/AF may be implemented by using one of the methods illustrated in the following sections.

Editor's Note: The applicability of congestion mitigation measures per congestion level without PCRF involvement need to be evaluated. 

In case of RCI transfer to the TDF/AF without PCRF, the granularity of applying the RCI value is per application. In contrast, if RCI is transferred to the PCRF, or if enforcement is performed by the PCEF, the granularity of applying the RCI may be also per bearer. 

Editor's Note: It is FFS how the PGW determines whether or not TDF/AF is applied for a given traffic flow. PGW can determine whether to transfer RCI to TDF/AF based on APN or destination IP address.
6.1.5.1.3.3.2

Reporting RCI in DSCP / tunnelled DSCP

The PGW/GGSN translates the RCI into a DSCP value in the IP header towards the TDF/AF. 

NOTE 1:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.
Editor's Note: It is FFS whether usage of DSCP marking is appropriate in case of providing RCI.

To avoid interference with DSCP markings used in operator’s transport networks, alternatively the PGW/GGSN may tunnel packets to the TDF/AF and report the RCI within the DSCP of the inner IP packet. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. Examples of tunnels which may be used are: GRE, IP-in-IP tunnel, depending on implementation. The TDF/AF is required to replace the DSCP marking with operator defined values based on configuration. 
NOTE 2:
Since in this solution, once the congestion is detected, the RCI is included in all uplink GTP-U packets, the transfer of RCI from the GGSN/PGW to the TDF/AF shall be supported for all uplink IP packets.
NOTE 3:
Usage of DSCP / tunnelled DSCP can be done in case only the RCI needs to be reported to the TDF/AF. 

6.1.5.1.3.3.3

Reporting RCI as a Network Service Header

The PGW/GGSN reports the RCI including potentially cell ID and RAT type to the TDF/AF as context data using a Network Service Header (NSH) [12]. The NSH must be removed by the TDF/AF.
NOTE:
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode RCI and optionally cell ID and RAT type as NSH context data is up to Stage 3.

6.1.5.1.4
Policy control of congestion mitigation
6.1.5.1.4.1
General
The following behaviour is foreseen:

-
As long as PCEF/TDF has activated congestion mitigation policy available, it should apply a mitigation measure with matching congestion level on affected traffic;
-
The enhancement of congestion mitigation handling with congestion mitigation policies in the PCEF can be done as exemplarily shown in Figure 6.1.5.1.4.1-1. Similar principle is applicable for the TDF in case TDF receives RCI as defined by the subclause 6.1.5.1.3.3.
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Figure 6.1.5.1.4.1-1: possible behaviour of congestion mitigation policies in PCEF (in combination with dynamic policy handling).

The PCRF is always able to request and receive all congestion reports of interest for its policy decisions. In case, the PCRF chooses not to subscribe to all congestion reports (for optimisation reasons), it may not be aware of the currently enforced congestion mitigation policy.

6.1.5.1.4.2
Assumptions for extensions of policies for congestion mitigation

There may be a PCC/ADC rules that are provided by the PCRF in advance and activated by the PCEF/TDF in case of receiving appropriate RCI.

Editor's Note: The applicability of congestion mitigation measures per congestion level without PCRF involvement need to be evaluated.
With this solution, the following definition is used for extension of the policy framework:

User plane congestion mitigation policy: A set of information describing actions in the user plane (in the PCEF/TDF) with the target to reduce the (overall or specific) amount of RAN user plane congestion or to minimize service disruption/service degradation experienced by the user, and, optionally, the corresponding conditions under which they shall be performed. Such a policy may be provisioned statically in the PCEF, predefined in the PCEF/TDF and de/activated dynamically by the PCRF or provisioned dynamically by the PCRF to the PCEF/TDF. A user plane congestion mitigation policy may refer to a level of congestion. It may also contain an event trigger for a subsequent user plane congestion report. 

NOTE:
Static user plane congestion mitigation policies apply in case of no PCC deployment. For static user plane congestion mitigation policies the same restrictions apply as for current static PCC (defined in [8] subclause 4.7.5 and [10] subclause 4.10.4).

With this solution, the following assumptions for extension of policies are used:

-
Support of User Plane congestion event report;
-
For user plane congestion mitigation, an enhancement of existing PCC/ADC rules structure/or structure of those rules applicability should be defined. They should contain congestion mitigation measures/or corresponding PCC/ADC Rule that can be enforced depending on the different RAN user plane congestion situation (e.g., different PCC/ADC rule per each congestion level).

Editor's Note: It is FFS whether the above mentioned enhancement will be implemented by extending the existing PCC/ADC Rules structure (e.g. a different enforcement actions per each congestion level within the single rule or a different PCC/ADC Rules applicable per each one of the congestion levels). 

6.1.5.1.5
Impact on existing entities and interfaces

The RAN nodes (BSC/RNC/eNodeB):

· Enhancement of S1-U interface for inclusion of congestion information in uplink packets.

NOTE:
Stage 3 header extensions of GTP-U to include congestion information (e.g., RCI and Cell ID) are done by CT4.

The GGSN/PGW:
· Recognize the congestion indicator;

· Support congestion event trigger subscription and event report to the PCRF;
· Support of enhancements for PCC rules as defined in subclause 6.1.5.1.4.1;

· In case of TDF deployment, support the transfer of RCI to the TDF;
· Support of direct reporting of congestion traffic plane events to AF. 
The PCRF:
· Support congestion event trigger subscription and receiving of event report;

· Support congestion reporting to AF
The AF:

· Support subscription to and receiving of congestion traffic plane events;

· Support the congestion mitigation directly or indirectly;
· Support direct reporting of congestion traffic plane events.
The TDF:
· Recognize the congestion indicator;

· Support of enhancements for ADC rules as defined in subclause 6.1.5.1.4.1.

6.1.5.1.6
Solution evaluation
The advantages of the solution are the following: 
-
No architecture impact. There is no new control plane interface and new network element is introduced.

-
No mandatory new signalling is introduced over the control plane. Furthermore, there is no additional signalling in case of mobility or other RAN-related procedures required.
-
Indicates congestion information on a per-bearer granularity.

The disadvantages of the solution are the following:

-
Processing of RCI bring extra burden in the P-GW/GGSN. 
-
A new signalling channel, piggybacked to the user plane, is introduced to the architecture piggybacked over the user plane.
-
Introduce signalling if P-GW/GGSN trigger event report to the PCRF.
Additional considerations:

-
The amount of the information transferred in one uplink packet is limited by the size of the packet.
END OF CHANGES
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