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Introduction
The topic of which IP versions are supported by ProSe communications is still open in 23.703. This contribution discusses the expected deployment requirements and proposes a way forward.

Discussion

Successful link layers like Ethernet and the EPS/GPRS at large support both versions of IP. Ethernet has weathered decades of network evolution via a clean decoupling of supported network layers and the lower MAC layer via encapsulations of L3 PDU's in a flexible format. GPRS has successfully evolved as protocols carried over it have thrived in the industry. The EPS has been designed to support both versions of IP. As we are extending the EPS to support the ProSe link layer, one key design criterion should be to keep it equally flexible to face evolving market requirements over time. 
In this release of specifications it is expected 1:M communications used in public safety scenarios whether in coverage or out of coverage. 

Paper S2-133664 by Qualcomm states:

" According to the authors support for IPv4 link local address will require quite a lot of complexity in order to achieve uniqueness of link local IPv4 addresses and interworking between IPv4 and IPv6 in out of network "one-to-many" communication scenarios may be adding unnecessary complexity. It is therefore proposed that IPv4 is not supported in the context of this particular solution."

However, in our view this does not meet the key design requirement to keep the ProSe link layer flexible. By all mean applications that were to be concerned with any drawback of IPv4 should use IPv6. However we should not impede use of IPv4 for applications that do consider it sufficient.

The most critical case seems to be the one of UEs using network independent procedures (with network authorized procedures, since the UE is under network coverage, the network could assign a source IP address so it is unique), one way to make the IPv4 address unique is:
· For the case of group communication, the group administrator has to offline provision a unique IPv4 address at the time the Layer two ID for the group is also provisioned (and also set the communication policy so that the IP version is agreed before communication starts within the group). This should be the case for most public safety applications. For example within an application group an administrator could use a private numbering scheme for the related group.
· For the case of broadcasting to ANY device (but not limited to that, if e.g. a group administrator was happy to use IPv4 without pre-provisioning), IPv4 link local addresses shall be used if a globally unique and routable IP address is not guaranteed to be available and usable by the device as a source address. This is part of a zeroconf approach[1], which is based on link local IPv4 addresses obtained as per RFC 3927 [2]. A device which expects a reply from the peer or that is involved in an application where the source address of the sender is assumed to be unique on the link, may also attempt also to verify its link-local address is unique in the proximity by broadcasting to all devices ARP
 probes following RFC 5227 [3] " IPv4 Address Conflict Detection". This is not any more complex than running IPv6 procedures for link local address stateless auto-configuration [4], and running neighbour discovery to verify the address is unique on the local link. 
Bearing in mind that 1:M or broadcast communications may also be used by ProSe relays based on PC5, and that relays may connect to IPv4 based networks on SGi (as a reminder IPv4 network are allowed to exist on SGi, and some are still out there), it is valuable to allow for  IPv4 to be used so multicasting using IPv4 addresses can be used end to end, and it would be short-sighted to create a system that disallows IPv4 Multicasting to be supported. It is conceivable many Public safety agencies out there use IPv4 extensively in their networks today, and have many users on IPv4 Only networks, and keeping compatibility with this should be important. 
As to which address to use in a specific application session: applications will agree on session layer which address to use, as usual, as well as any other protocol stacks aspects needed for application media and control to be understood and received at both ends. The frames carrying data will indicate whether IPv4, IPv6 or other protocols are used in a link layer header field, so we should not assume the receiver cannot send the received data to the correct layer 3 termination point (and note UE's will anyhow support IPv4 and IPv6 so there is no additional requirements on hosts).
Also, most host implementations and operating systems do base their operation on obtaining IPv4 and if available IPv6 addresses. So in view of using this technology with commercial off the shelf devices it is wise to allow devices to obtain an IPv4 address.

As a reminder, but not as motivator of this decision on ProSe link layer, rather as a "lesson learned" kind of statement, IMS was defined in rel-5 to be IPv6 only, and this did not really play out nicely for its adoption so IPv4 was allowed later on. So, again, we should keep using the lesson learned and not condition adoption of this technology to IPv4 migration or changes in any aspect of adopter's operation. By allowing both iPv6 and IPv4 we would give those that prefer IPv6 a link layer that support it fully, while not preventing sensible use of IPv4 when industry participants prefer it.

Conclusion
Based on the discussion above which proves that it is just as easy to define IPv4 addresses for 1:M as it is for IPv6, we submit there is no reason to impose limitations to the technology we are defining, so we should allow using both IPv4 and IPv6 in ProSe communications. A proposed change to TR 23.703 follows.
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Proposed changes to 23.703
8.y
Conclusions for ProSe one-to-many communications

- Prose one-to-many communications shall be based on a link layer supporting both IPv6 and IPv4 protocol suite (including ARP)

End of changes to 23.703

� ARP needs to be updated for the link layer we are working on once we know the length of the Layer two ID's we use for Prose Communications in  " � HYPERLINK "http://www.iana.org/assignments/arp-parameters/arp-parameters.xhtml" \l "arp-parameters-2" �http://www.iana.org/assignments/arp-parameters/arp-parameters.xhtml#arp-parameters-2�"),. An alternative could be to use L2 IDs of length compatible with Ethernet and just use Ethernet HW type in ARP.
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