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Abstract of the contribution: The purpose of this paper is to highlight questions related to “the link model”. We describe three possible link models for Rel-12 and list advantages and disadvantages for each model. We also describe aspects related to how IPv4 address allocation is performed. We then suggest a way forward for rel-12 eSaMOG.
Introduction
The link model for Rel-11 defines that the TWAG acts as a default router for the UE on the access link and hosts DHCPv4 and DHCPv6 server functionality. Rel-11 allows only a limited feature set; e.g. handover with IP address preservation, PCO and IPv6 prefix delegation are not supported. Furthermore, the Rel-11 “unmodified” UE perceives the WiFi link as nothing more than a WiFi link. Therefore, there was no specific reason to align the rel-11 SaMOG link model with e.g. the link model used with 3GPP access. 
In Rel-12 a more complete feature set is supposed to be supported. For example, with IP session continuity the UE can preserve the IP session (PDN Connection) as it moves between 3GPP access and WiFi access. Due to this, questions arise that were not relevant for Rel-11. 
The purpose of this paper is to highlight questions related to location of DHCP functionality and the handling of RS/RA for IPv6. We describe three possible link models for Rel-12 and list advantages and disadvantages for each model. Out of these link models we then suggest a way forward for rel-12 eSaMOG.
Type of link 
In 3GPP access, the PDN Connection is a point-to-point (ptp) link between UE and PDN GW in the sense that no other UEs or hosts are reachable on that same link. All IP packets need to go via the router in the PDN GW that in turn will route them onwards towards the final destination. For example, there is no subnet mask or default GW address associated with the PDN Connection over 3GPP access. In fact, in many cases the subnet mask or default GW address is not known to EPC, e.g. in case of corporate access and/or VPN connections on SGi. 
Our basic assumption is that the PDN Connection over trusted WLAN access behaves in the same way. This also simplifies the mobility handling between 3GPP and trusted WLAN. Note that this applies where mobility between 3GPP and WiFi is supported, i.e. for both for single-connection mode and multi-connection mode. 
For transparent single-connection mode mobility with 3GPP access is not supported and the UE perceives the IP connection over WiFi as being run over a regular WiFi link similar to NSWO. 
For NSWO, the details of the access network architecture, e.g. location of default GW, DHCP servers etc are not specified by 3GPP rel-11. We propose to have the same approach in Rel-12.
Conclusion 1: When using SCM and MCM the UE sees the PDN Connection as a point-to-point link similar to how it is in 3GPP access. Shared link parameters such as netmask and default router address are not used. 

Link models

When implementing the ptp link over WiFi for SCM and MCM a number of different link models can be distinguished. We list three possibilities in the sections below. The differences are mostly in the implementation on the network side, but there may also be some differences on how the IP session is handled on the UE side. For example, with one link model the basic IP configuration parameters are exactly the same on 3GPP side and WiFi side (for a PDN Connection) while with another link model there may be differences in certain IP configuration parameters as the UE moves between 3GPP and WLAN access. 
Note that these link models focus on EPC-routed traffic with SCM and MCM. For NSWO, the details of the access network architecture are not specified by 3GPP rel-11. We propose to have the same approach in Rel-12.
The “split” model
The “split” model is an extension to the Rel-11 model. The TWAG acts as DHCP server and handles IPv6 RS/RA towards the UE. The difference compared to Rel-11 is in the implementation of functions that were not support in Rel-11. These Rel-12 additional functions include e.g. mobility with 3GPP access, PCO, prefix delegation, deferred IP address allocation.
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Advantages of the split model are:
· Alignment with Rel-11

· No DHCP server needed in the PGW to support S2a 
Disadvantages of the split mode are:
· IP configuration parameters need to be passed via GTP/PMIP information elements (Link MTU, DNS, P-CSCF, TWAG link-local address, etc). New IEs needed for GTP and possibly PMIP (e.g. link MTU, TWAG link-local address).
· There is a risk for misalignment between 3GPP link and WLAN link unless all parameters are provided from PGW.
· There is a risk for misalignment between PCO and DHCP/RA in case the same or similar parameters are provided via both. For example, link MTU may be provided both via PCO, DHCPv4 and RA and may have different values.
· Deferred IP address allocation via WLAN does not work as on 3GPP side.
· It is unclear how to support IPv6 Prefix Delegation.
· In case DHCP is used also in 3GPP access, the UE is communicating with two different DHCP servers (DHCP servers in PGW for 3GPP access and in TWAG for WLAN access). This may e.g. require the need to use the same DHCP Server addresses in PGW and TWAG. 
The “mixed” model
In the “mixed” model the TWAG acts as DHCP relay and it handles IPv6 RS/RA towards the UE. The DHCP server is in the PGW. This model is comparable to the PMIP model on S5/S8.
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Advantages of the “mixed” model are:
· Support for DHCPv6 Prefix Delegation is possible
Disadvantages of the “mixed” mode are:
· DHCPv4 server in PGW becomes mandatory (for single-connection mode, and for deferred IPv4 address allocation in multi-connection mode).
· There is a risk for misalignment between 3GPP link and WLAN link unless all parameters are provided from PGW.
· There is a split responsibility because the DHCPv4/v6 server is in the PGW and the functionality to handle RS/RA is in the TWAG. IP configuration parameters need to be passed in APCO or other GTP/PMIP information elements (link MTU, DNS, P-CSCF, LL address, etc). Otherwise there is a risk for misalignment in case the same IEs are provided via both PCO/DHCP and RA. For example, link MTU may be provided via PCO, DHCPv4 and RA.

· Different behavior in TWAG compared to Rel-11.
The “end-to-end” model
In the “end-to-end” model, the PGW acts as DHCP server and handles RS/RA towards the UE. This model is comparable to the GTP model on S5/S8.
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Advantages of the “end-to-end” model are:
· Support for DHCPv6 Prefix Delegation is possible
· IP configuration parameters not needed in APCO.
· Simpler to support IPv4v6 and IPv6 PDN types over trusted WiFi since TWAG need only minor IPv6 functionality in this model.
· Simpler handling since state does not need to be synced between PGW and TWAG.
Disadvantages of the “end-to-end” mode are:
· DHCPv4 server in PGW becomes mandatory (for single-connection mode if delivery of IPv4 address is done via DHCPv4, and for deferred IPv4 address allocation in multi-connection mode).

· Different behavior in TWAG compared to Rel-11.
IPv4 address allocation mode

A topic that is related, but not fully addressed by the link model discussion is how to deliver the allocated IPv4 address to the UE. 

In 3GPP access the standard supports two methods to allocate the IPv4 address to the UE:

· Non-deferred allocation: As part of the PDN Connection establishment procedure where the IPv4 address is contained in the NAS message (available both as explicit parameter in NAS and as IPCP parameter in PCO). In this case the PGW allocates IPv4 address when the default bearer is established. 

· Deferred allocation: Using deferred IPv4 address allocation via DHCPv4 after the PDN Connection establishment has been completed. No IPv4 is allocated by PGW when the default bearer is established and GTP-S5/S8 is used. However, with PMIP-S5/S8, the PGW needs to allocate the IPv4 address at default bearer establishment even if deferred allocation mode is used. 
The negotiation of which mode to use is done using the PCO field.  

In SCM and MCM the same two options can be envisaged:
· Non-deferred allocation: Allocation of IPv4 address is done when the S2a default bearer is established. In this case the IPv4 address is provided to the TWAG in the GTP Create Session Response and Proxy Binding Ack. The IPv4 address is carried in an explicit GTP/PMIP IE as well as in the PCO. In SCM, the TWAG/AAA provides the address to the UE as part of EAP (in the PCO) and possibly also via DHCPv4 (assumes DHCPv4 server in the TWAG). In MCM, the TWAG provides the IPv4 address (and PCO) to the UE via WLCP. 
· Deferred allocation: Allocation of IPv4 address does not take place when the S2a default bearer is established. Instead the UE uses DHCPv4 after EAP-AKA’ has been completed to request the IPv4 address. It is assumed in this case that the DHCPv4 server is located in the PGW. 

Similar to 3GPP access, the PCO is used to negotiate which mode to use. 

It seems reasonable to assume that the same allocation mode is used in both WLAN and 3GPP access. Otherwise there may be issues e.g. in case the UE requests deferred mode in WLAN and then hands over to 3GPP access before the address has been requested using DHCPv4. Would the UE in such case be allowed to make handover attach and request non-deferred mode? Also, the motivation for deferred IPv4 allocation (to allow the UE to request/release the address on demand) would be lost. To go one step further, one can even question the need to support deferred IPv4 address allocation in WLAN. So far this allocation mode has not received much interest or deployment on the 3GPP side. Furthermore, for PMIP-S5/S8 the deferred allocation mode is only partially supported since the PGW anyway needs to allocate the IPv4 address at default bearer establishment. Simplifying the specifications to only support non-deferred IPv4 address allocation for S2a seems to make sense. 

Conclusion 2: Deferred IPv4 address allocation is not needed for SCM and MCM. Only the non-deferred IPv4 address allocation is specified.
Discussion

The previous section focused on the link model alternatives. Each link model alternative also has different pros and cons depending on IP version (v4 and v6) and S2a protocol variant (PMIP and GTP). It is thus reasonable to consider different link models depending on IP version and/or protocol variant. We arrive at the following main solution option for SaMOG rel-12:
The solution alternative is a combination of a “split” link model for IPv4 and a re-uses the S5/S8 link model for IPv6 (i.e. end-to-end model for GTP and mixed model for PMIP):

· DHCPv4 server in TWAG

· DHCPv6 server in PGW

· RS/RA and NS/NA messages towards the UE handled by TWAG (for PMIP-S2a)

· RS/RA and NS/NA messages towards the UE handled by PGW (for GTP-S2a)
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The main benefits are that we maintain a similar model as in rel-11 for IPv4 but at the same time allow the possibility to support DHCPv6 prefix delegation and avoid the drawbacks associated with the split and mixed link models for IPv6. In addition, for IPv6 this solution is well aligned with the S5/S8 interface. The solution for IPv6 is a change compared to rel-11 S2a but there should be no co-existence issues since the connection mode (T-SCM, SCM, MCM) is known before the S2a tunnel is established. 
Conclusion 3: The link model described above is used for PDN Connections in single-connection mode and multi-connection mode.

Proposal
It is proposed to agree on the following conclusions:
Conclusion 1: When using SCM and MCM the UE sees the PDN Connection as a point-to-point link similar to how it is in 3GPP access. Shared link parameters such as netmask and default router address are not used. 

Conclusion 2: Deferred IPv4 address allocation is not needed for SCM and MCM. Only the non-deferred IPv4 address allocation is specified.
Conclusion 3: The link model described in the Discussion section above is used for PDN Connections in single-connection mode and multi-connection mode.

These conclusions would then be implemented in the revisions of CRs approved at SA2#99 (23.402 CRs 1177 and 1188) and corresponding editor’s notes can be removed. 
3GPP

SA WG2 TD


[image: image1][image: image5.png]UE

AP

WLCP,RS/RA, NS/NA, DHCPv4/6

DHCPv4 Server
DHCPV6 Server

TWAG

PGW

PMIP, GTP, APCO

PCO




[image: image6.png]UE

AP

WLCP

TWAG

GTP, PMIP

DHCPv4 server
DHCPVE server

PGW

RS/RA, NS/NA, DHCPv4NG, ICMPv4/V6, PCO




[image: image7.png]GTP-S2a:
DHCPv4 server DHCPVE server

UE AP TWAG PGW
GTP

WLCP*, DHCPv4
PCO, RS/RA, DHCPv6

w DHCPv4 server DHCPV6 server
DHCPV6 relay
UE AP TWAG PGW
WLCP* RS/RA, DHCPv4/6 PMIP, DHCPv6

PCO

*) MCM only



