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Introduction

The paper evaluates the RAN-based approaches for UPCON. We first compare the packet marking approaches, and then discuss the existing bearer approach. We conclude with a proposed way forward. 
Comparison of RAN-based per flow approaches
Packet marking solutions allow for a higher granularity of congestion treatment in the RAN. TR 23.705 contains three packet marking approaches which will be evaluated below: 
· Solution 2.1: Flow Priority-based Traffic Differentiation on the same QCI (FPI)

· Solution 2.2: Flow and bearer QoS differentiation by RAN congestion handling description (FQI)

· Solution 2.4: Differentiation of IP flows based on flow level QCI

Regarding solution 2.4 using flow level QCI marking, the feasibility of the implementation has already been questioned. If flow based QoS handling is done below PDCP layers, there are certain protocol constraints to achieve efficient differentiation; PDCP and RLC layers use sequence numbers for reliable delivery which makes reordering or dropping of data problematic. For bearer based QoS handling, this problem does not exist as PDCP entities are separate for different bearers. This then means that bearer level and flow QoS handling may need to be implemented in the different protocol layers using different set of mechanisms. Due to the different QoS mechanisms, the packet treatment cannot be the same for bearers and for flows, making it questionable to use the same QCI identifier to refer to both kinds of treatment. As the flow level QCI approach is deemed not feasible, it is proposed not to progress this approach into the specifications and this option shall not be evaluated further. 
The FPI approach, as described in TR 23.705, uses a strict priority relationship between the flows as an extension to the priority characteristics of the bearers, while the other bearer characteristics (delay budget and packet loss) remains valid for all flows within the bearer. The FQI approach also defines a priority relationship between the flows as it reaches differentiation on a per flow level. Instead of a strict priority relationship however, FQI achieves a differentiation where starvation of flows can be avoided, and the operator can quantitatively set how the differentiation is done at different congestion levels. The FPI and FQI approaches will be compared further below. 
Basis of differentiation. The FPI approach uses the delay metric to base differentiation on, and prioritizes packets using the FPI value when the delay-budget defined for the given QCI cannot be met. However, the delay metric might not be the most relevant metric to base congestion handling on. Active queue management (AQM) mechanisms have a control over how long delays are allowed before packets get dropped. The bufferbloat phenomenon has been recognized throughout the industry, bringing attention to the excessive buffering and consequently the too high queuing delay in congestion situations. Research and development efforts are being made for new queue management algorithms that reduce the delays under congestion. 
For this reason, the FPI solution’s criteria about whether the delay reaches the pre-defined delay budget that is set to 300ms for best effort internet traffic may not be relevant. AQM mechanisms may introduce packet drops in a smart way in order to reach better delay characteristics, and the 300ms delay budget might never be reached even under severe congestion cases. That makes the FPI solution’s criteria irrelevant in practice. 
The FPI solution is based on the QCI characteristics as listed in TS 23.203 which include the delay budget as well as a priority value for differentiating packets in case the delay budget cannot be met, which is extended by the FPI to give further differentiation. The standardized QCI characteristics are useful to define the basic properties of the QCIs, and explain how to interpret delay differentiation between different QCIs, serving as a reference case for implementations. However, extending this scheme to describe RAN congestion handling is problematic, because the parameters and actual values (such as the 300ms delay budget) are intended for boundary conditions that may not apply in a practical scenario. 
The FQI approach uses the bitrate metric as the basis for differentiation, and can describe targets at different congestion levels. The bitrate metric reflects the amount of resource allocation given to a flow, and that can well capture the operator’s desired resource sharing targets. 
Predictability. The FPI solution’s priority mechanism was intended to provide predictability for the operator about how RAN will serve a given flow, but as discussed above the criteria for the priority handling may not be relevant due to the fact that the delay budget may never be reached. In that case, the FPI does not provide any predictability in terms of how a given flow will be served. 
Even if the delay budget is reached and FPI’s prioritization becomes applicable, it is noted that implementations are assumed to ensure that starvation of flows with lower FPI is avoided, but it is not addressed how to achieve this. The prioritization criteria of FPI can therefore be overridden in the implementation in an unspecified way. Again, this does not provide any predictability regarding how a given flow will be served. 
The FQI approach gives a description about how to apply the RCHDs including bitrate targets. Minimal bitrate targets per congestion levels can be configured by the operator to quantify the amount of resources for each congestion level. This ensures a predictable experience for the operators. Even though there may be obviously differences between the implementations, the allocation is sufficiently well-defined for the operator. The FQI approach aims at a balance with a sufficiently detailed description for predictability, while at the same time it leaves enough freedom for the implementations to optimize the performance, e.g. by considering channel quality changes in the scheduling. 
Granularity of control. The operator’s desired resource sharing may be different depending on the level of congestion. E.g., an operator may wish to serve video flows with sufficiently high bitrate under low or medium congestion for good user experience, but allocate little or no resources to these flows under high congestion to allow more capacity for other types of flows. FPI uses a single value for describing the RAN congestion handling which may not be flexible enough to capture the operator’s desired congestion handling targets. In contrast, FQI can quantitatively capture the targets at multiple congestion levels, allowing for more granular control by the operator. 
The number of congestion levels to be defined in the FQI approach is currently FFS. It is expected that three congestion levels can provide the operators with sufficient granularity and can cover a wide range of congestion scenarios. Additional congestion levels might unnecessarily increase the configuration effort. Therefore it is proposed to assume three congestion levels with the FQI approach. 

Configuration complexity. Due to the higher granularity of control, FQI approach requires per flow per congestion level configuration in the RAN, which the operator needs to manage. In contrast, FPI does not require such configuration, and instead leaves it to the implementation how the resources for the different priorities are managed. In practice, however, it is expected that the implementation specific FPI realizations will also have parameters to set via configuration. Also, configuration complexity can be reduced by offering suitable default values for the operators. 
Extensibility. It may be possible that future releases may find benefit in introducing additional parameters that affect how a flow should be handled in RAN. FPI appears rather limited in this sense, since two flows with different FPIs automatically have a priority relationship between them, so it is not possible to use FPI to express different RAN handling for two flows that should get the same priority treatment. In contrast, different FQIs can be used to express different RAN handling for future extensibility, even if the flows have the same settings regarding congestion handling. This flexibility for future extensions for FQI is due to the fact that the FQI marking is an index that maps to a set of configurable parameters within RAN.
Implementation complexity. For FPI, a strict implementation of the criteria to check whether a particular packet is likely to exceed its delay budget may be rather complex since it would require a continuous monitoring of the predicted delay of each individual packet. A simpler implementation may check the predicted delay only when the packet arrives, even though this is less accurate. In any case, an implementation of FPI also needs to address the deficiencies of the FPI description as mentioned above, i.e. it needs to achieve flow differentiation even if the delay budget is never reached; it needs to modify the priority scheme to avoid starvation; it needs to incorporate parameters by which the resource allocation becomes more predictable for the operator; and an implementation likely needs additional parameters for a more granular control at different congestion levels. It is expected therefore that the actual implementation complexity is higher compared than what is suggested by a simple priority mechanism. 
For FQI, one example implementation is to apply differentiated packet drops in the AQM mechanism to realize the bitrate targets. E.g., for a flow with minimal bitrate targets bH, bM, bL at high, medium and low congestion levels, the AQM can treat the first bH traffic with drop precedence 0 (lowest), traffic in excess of bH but below bM can be treated with drop precedence 1, traffic in excess of bM but below bL can be treated with drop precedence 2, and traffic in excess of bL can be treated with drop precedence 3 (highest). This treatment is similar to the per hop behaviour for assured forwarding with differentiated services which is widely deployed. This simple example results in a resource allocation where bitrate targets are satisfied as described for the FQI approach. Hence, FQI has relatively low impact implementation options. 
As both FPI and FQI need to address a similar set of functionality, the implementation complexity is expected to be similar. Note that for both FPI and FQI, it is assumed that a single S1 bearer maps to a single data radio bearer in RAN as today. 
Summary of comparison. The table below summarizes the comparison between FPI and FQI. 
	
	FPI
	FQI

	Basis of differentiation
	Delay based. Criteria may be irrelevant in implementation. 
	Bitrate based. Criteria reflects actual resource usage. 

	Predictability
	No predictability. Resource allocation is implementation specific. 
	Predictable – to the extent of operator configured targets. 

	Granularity of control
	Per flow. 
	Per flow per congestion level. 

	Configuration complexity. 
	Lower. 
	Higher. 

	Extensibility
	Lower. 
	Higher. 

	Implementation complexity
	Medium. 
	Medium. 


Based on the comparison, FQI is seen as more advantageous. It is proposed to select FQI as the way forward for the RAN-based approach. 

Existing bearer approach

Solution 2.3: Enhancing Existing Bearer Concepts relies on the existing specification features for handling congestion which is a low impact and commercially available way of handling congestion situations. The existing bearer approach is also in line with the FPI/FQI packet marking approaches which can complement each other. It is therefore proposed to also assume that the existing bearer approach is an available means of congestion handling. 
Solution 2.3 extends the existing specifications by allowing the use of DPI functionality for selecting the downlink bearers. Additionally, UE can select the same uplink bearer as in downlink for a given flow in case there is a flow table entry. This feature can be useful even if DSCP marking is not employed in the downlink direction. How bearer verification is performed in the CN in this case is FFS, since it is not clear how the network knows whether the UE performs automatic assignment of uplink packets to bearers and how that affects the existing bearer verification rules.
These features of solution 2.3 are useful incremental additions that extend the range of applicability of the bearer concept. 

Conclusion and proposal
It is proposed to progress Solution 2.2 (FQI) and Solution 2.3 (Enhancing existing bearer concept) into the specifications for UPCON. The number of configurable congestion levels for FQI is proposed to be three. 
It is proposed to document the results of the evaluation as follows.
==========================START FIRST CHANGE==============================
6.2.1
Solution 2.1: Flow Priority-based Traffic Differentiation on the same QCI (FPI)

[…]
6.2.1.4
Solution evaluation


The solution’s advantages:

· Lower configuration complexity. 

The solution’s disadvantages:

· Delay based criteria may be irrelevant in practice, as the delay may never reach the delay budget due to AQM mechanisms. 

· No predictability in the resource allocation due to implementation specific solutions.

· No control over per congestion level granularity of resource allocation.

· Low extensibility for future enhancements.
The implementation complexity of the solution is medium, i.e., similar to other packet marking approaches.
===========================END FIRST CHANGE==============================
===========================START SECOND CHANGE==============================
6.2.2
Solution 2.2: Flow and bearer QoS differentiation by RAN congestion handling description (FQI)
6.2.2.1
General description, assumptions, and principles

Editor's Note: This subclause should identify the key issues address by this solution. 

This solution addresses key issues #1, #2 and certain aspects of key issues #3, #4 and #5. The solution applies to non-GBR bearers.

The PGW/GGSN may mark downlink data packets with FQI – Flow QoS Index, identifying a specific RAN treatment that these packets should receive. The marking is done based on operator's policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) performed either by the GGSN/PGW itself or by the TDF. There is full flexibility in how the traffic flows are mapped to FQI markings in the core network. A number of criteria can be used such as:

-
Service category (such as web, file download, video, etc.)

-
Application (such as YouTube, Skype, etc.)

-
Subscription (such as Gold, Silver, Bronze)

-
Header fields (such as a range of IP addresses or port numbers)

-
Usage policies (such as heavy user, light user)

-
Any combination of the above.
For GTP-based interfaces the FQI marking is provided by the GGSN/PGW in the GTP-U header of downlink user plane packets.

In case the TDF performs packet inspection, the GGSN/PGW performs FQI marking based on PCC rules which take into account the result of packet inspection received from the TDF and then provide the FQI in the downlink user plane data packets within the GTP-U header.

Editor's Note: How to deliver the FQI to the RAN with PMIP-based S5/S8 is FFS.
The RAN handling of a given traffic class at a certain congestion level is described by the RAN Congestion Handling Descriptor (RCHD) as will be described below. The traffic class of a flow belonging to a specific user is determined by the combination of QCI corresponding to the radio bearer and the FQI packet marking of the traffic flow. For each QCI, a traffic class is also defined by the QCI in combination with no FQI packet marking. For each traffic class, separate RCHDs are provided for the set of congestion levels {low, medium, high}. Hence, the RCHD describes the RAN handling per QCI, per FQI, per congestion level.
NOTE 1: 
The number of congestion levels to be defined is three.

NOTE 2:
One example for defining downlink traffic classes is that traffic flows with QCI=9 are differentiated by different FQI values. Another example for defining both downlink and uplink traffic classes is that traffic flows are differentiated into bearers with non-standardized QCI values, and no FQI marking is used. Other examples for defining traffic classes using a combination of FQI and QCI values (both standardized and non-standardized) are also possible.

NOTE 3:
Certain QCIs may be excluded from the RCHD based description. In that case, QoS differentiation is based on the QCI only.
In case of congestion, i.e., when the resource demand of traffic flows exceeds the available capacity, the RAN performs allocation of resources as described by the QCI characteristics and the RCHDs of the flows. The QCI based differentiation is applied first. The RAN then tries to allocate resources as described by the RCHDs of the flows corresponding to the lowest congestion level, within the bounds of the QCI characteristics; if that is not feasible it tries to apply the RCHDs at a higher congestion level. The RAN applies the lowest congestion level to the set of traffic flows that is feasible within the bounds of the QCI characteristics. Hence the QCI characteristics of traffic flows always take precedence over the RCHDs of the traffic flows in determining the resource sharing. 

The RCHD shall be capable of expressing a bitrate which corresponds to the minimal amount of resources allocated to the given traffic flow at a given congestion level. The bitrates corresponding to the lowest congestion level that is feasible in the current resource situation are applied observing the QCI based constraints of the bearers. Once the RAN determines that the bitrate target cannot be achieved on a given congestion level, it tries to apply the bitrates for the next higher congestion level. The RCHD may express the RAN handling by other parameters as well, instead of or in addition to the bitrate. 
The allocation of the remaining resources above the targets described by the lowest feasible congestion level RCHD, or the allocation of the resources if even the highest congestion level is not feasible, is implementation specific. However, it shall be possible to allocate these remaining resources such that if flow A has higher bitrate targets than flow B at the lowest feasible congestion level, or at the highest congestion level if none of the congestion levels are feasible, then flow A is assigned more resources compared to flow B. In this way, the operator can have control over how the remaining resources area allocated. 

The RCHD may also describe how the radio channel quality is taken into account in the resource allocation under congestion. A user with a worse channel quality may experience a different performance at a given congestion level compared to a user with a better channel quality. By taking the channel quality into account, it may be possible to control whether a user with worse channel quality is being compensated by additional radio resources and to what extent such a compensation is done. Hence, RCHD parameters such as for example the bitrate may be combined with the consideration of the radio channel quality to determine the actual resource sharing.

The parameters applied for the selected RCHD are considered over an averaging period. The details of how the averaging is performed are implementation specific. The averaging may e.g., take into account how the packet arrivals are distributed over time.

In addition to enabling differentiated handling in congestion scenarios the RCHD may also be used to express an optimized handling of a certain traffic class to the RAN. Besides the RAN handling for general best effort traffic, the use of different RCHDs can for example make it possible to express an optimized handling for a certain types of application/service classes in order to further improve the radio resource utilization and/or user experience.
The RCHD is realized by one or more vendor defined parameters that are configurable via O&M. The RAN is required to enable the configuration of the RCHD on a per QCI, per FQI, per congestion level granularity. The standardization of the FQI values themselves are not necessary. Consistency of the RAN handling in a multivendor environment is ensured by the requirement for the same granularity of RCHD configuration, by the requirement that RCHD is capable of expressing a bitrate which corresponds to the minimal amount of resources allocated to the given traffic flow at a given congestion level, and by the requirement that the RAN applies the lowest congestion level's RCHD that is feasible.
Regarding the relationship of FQI and rel-11 SCI, FQI is backwards compatible to SCI for GERAN and can be regarded as an evolution of SCI. The SCI is typically associated with service category or application based classification, whereas the FQI is meant to allow any type of classification. FQI allows operators to explicitly and quantitatively set the RAN handling at different levels of congestion, which is not supported by SCI. SCI is intended for application specific RAN optimizations, which is possible, although not required by the FQI approach.  

It is suggested that the rel-11 SCI mechanism for GERAN is evolved to the rel-12 FQI concept. The rel-11 GERAN SCI based treatment may need to be evolved to implement the RCHD based handling as described above. This evolution is useful in order to harmonize the packet marking treatment for all 3GPP RATs according to the UPCON approach. This evolution is backwards compatible: as long as the packet marking formatting is backwards compatible on stage 3 level, rel-11 SCI implementations and rel-12 FQI implementations can co-exist in the same network, no matter whether some RAN nodes or some CN nodes are of a different release. This means that if there are existing GERAN realizations of SCI which can improve the radio resource efficiency, they can continue to be used in the context of the FQI approach.

The following tunnelling/marking solutions are under consideration to be used between the TDF and the GGSN/PGW in order to classify packets detected by the TDF:

-
DSCP;
NOTE 4:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header;
In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation.
Editor's note: The additional tunnelling options (e.g. GTP-U) are FFS and can be exploited in the future.

Information to enable charging differentiated on the FQI assigned to the packet flow should be included in charging records and transferred over online/offline charging interfaces. This is because the FQI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles. The flow/application-based charging function of PCC is used to fulfil this purpose. To enable differentiated charging for this purpose, the operator may assign different charging-keys or different charging-key/service-identifier pairs to the PCC/ADC rules matching the respective service data flows/detected application traffic.
6.2.2.2
High-level operation and procedures

Overall the solution would work as described below:

-
In case the packet classification is performed by the GGSN/PGW, upon packet classification the GGSN/PGW derives the FQI to be provided in downlink user plane data packets based on configuration or based on the FQI parameter received from the PCRF within the corresponding PCC Rule.

-
In case the packet classification is performed by the TDF, upon packet classification, the TDF marks the downlink packets according to the result of the packet classification based on configuration or based on the ADC rule received from the PCRF. Then, GGSN/PGW performs FQI marking based on PCC rules which take into account the result of packet inspection received from the TDF.
-
When receiving the FQI in user plane packet, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1. 
-
In the roaming case, the SGSN or the SGW may remap the FQI to a value used in the VPLMN based on a roaming agreement, or in the absence of a roaming agreement to a value that may be based on the HPLMN. The GGSN/PGW in the HPLMN may also set the FQI based on the VPLMN. The usage of these options can be determined by operator configuration.

Editor's Note: The solution for the roaming case can use either way. Further study on roaming can be addressed in later releases.
-
The RAN handling is determined by the QCI and the RCHD for the given combination of QCI and FQI of the traffic flow for the given congestion level, as described above. 
6.2.2.3
Impact on existing entities and interfaces
GGSN and PGW:

· Marking of the Flow QoS Index (FQI) in downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· Inclusion of the information needed to enable charging based on FQI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· In case the TDF is deployed for packet classification, taking into account the received packet classification for determining the FQI value which is then provided in the downlink user plane data packets.

TDF:

· Marking of the downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.
· Inclusion of the information needed to enable charging based on FQI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.
NOTE:
This can be done if TDF marks the classified packets in the same way as PCEF will mark FQI in the downlink packets. This can be achieved by having appropriate configuration at the TDF or appropriate ADC Rule setting by the PCRF.
SGSN and SGW:

· When receiving the FQI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1.

PCRF:

· Provision of PCC/ADC Rules to control FQI marking.

OCS and OFCS:

· Support for charging differentiation on the applied FQI based on the principles for PCC flow/application based charging.

BSC, RNC and eNodeB:

· Realize packet treatment taking into account the RCHD for the different congestion levels which can be set via vendor specific QoS parameters for a combination of QCI and FQI. 

Editor's Note: The impacts on existing entities and interfaces with PMIP-based S5/S8 are FFS.
6.2.2.4
Solution evaluation


The solution’s advantages:

· Bitrate based criteria reflects actual resource usage. 

· Predictable performance based on the operator’s configured targets.

· High granularity of control possible: per flow per congestion level.

· High extensibility for future enhancements.

The solution’s disadvantages:

· Higher configuration complexity. 

The implementation complexity of the solution is medium, i.e., similar to other packet marking approaches. 

6.2.2.5
RAN impacts

The following impacts are expected for RAN groups.

· Evaluate the feasibility of the proposed RCHD approach for the RAN handling of traffic flows using the minimal bitrates in the RCHDs to determine the congestion level.

· Identify the appropriate specifications and include a description of the RAN handling based on the text above. 

===========================END SECOND CHANGE==============================

===========================START THIRD CHANGE==============================

6.2.3
Solution 2.3: Enhancing existing bearer concepts

6.2.3.1
Solution principles

This solution is targeting to solve RAN user plane congestion mitigation by re-using and enhancing the existing bearer concept to cope with RAN overload situations. This solution is based on the following principles and pre-requisites:

-
The Core Network is in charge of subscriber and service management (policy control) and is not required to be aware of RAN resources or cell load situation.
-
The RAN takes care of congestion handling, resource management (RRM) and performs resource allocations (policy enforcement).
-
The QoS and priority on a per subscriber or service level (= policy) is delivered from the Core Network to the RAN via bearer specific signalling.

-
The UE supports multiple dedicated bearers, which can be pre-established, e.g. established at time of attachment to the network. Dedicated bearers are used on a per need basis and it is up to the operator how many are pre-established. At least one dedicated bearer is required for moving traffic from the default bearer.
-
Deep Packet Inspection functionality in the network (via PCEF enhanced with ADC or TDF) is used to identify application traffic and classify/mark data packets. On a per need basis and at any time this functionality could also be used for radio bearer reconfiguration, e.g. addition of a new dedicated bearer fitting to the detected application class.

-
The PCEF performs the bearer binding based on the configured PCC rules and packet classification, i.e. traffic flows are allocated to certain (pre-established) dedicated bearers in downlink direction based on SDF rules and the actual packet marking. These dedicated bearers are adapted to carry certain types of applications e.g. by using pre-defined QCI and ARP values.

NOTE 1:
If the Deep Packet Inspection functionality is integrated in the PCEF, the PCEF can use it for evaluating the bearer binding for SDFs detected via pre-defined PCC rules.

-
In case the Deep Packet Inspection is performed by the TDF, the TDF classifies the packets and applies corresponding markings. Then the PCEF, upon receiving those marked packets, performs the bearer binding based on the configured PCC rules and packet classification, i.e. traffic flows are allocated to certain (pre-established) dedicated bearers in downlink direction based on SDF rules and the actual packet marking. These dedicated bearers are adapted to carry certain types of applications e.g. by using pre-defined QCI and ARP values.
-
In such a case the TDF, in order to apply marking of packets sent to the PCEF, uses either

-
DSCP

NOTE 2:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation.
· In uplink direction the UE can, without the need for an update of installed TFTs, use the same bearer as the network used in downlink direction for a certain flow.
The solution also addresses the following limitation with the current EPS bearer concept:

-
An application uses (potentially many) very short-lived parallel UDP and/or TCP data flows, for which service data flow filters detected via ADC/PCC rules are too short-lived to allow PCC system to control them using SDF templates (aka application with non-deducible service data flows).

6.2.3.2
High-level operation and procedures

The EPS bearer concept allows establishing dedicated bearers in addition to the default bearer. Different QoS parameters (QCI and ARP) can be assigned to each dedicated bearer. This guides the radio scheduler to assign resources to each bearer according to the bearer's priority and the actual cell load, thus is able to reduce the throughput of low-priority traffic in case of congestion.

The radio scheduler is able to differentiate any multi-rate traffic mix, it estimates the resources required for GBR bearers and shares the remaining resources between non-GBR bearers according to traffic priority.
A dedicated non-GBR bearer may carry several applications requiring similar QoS treatment in CN and RAN. The core network can be aware of applications and their QoS requirements by using DPI functionality and assigns applications with similar QoS and priority requirements to one dedicated bearer. This allows the RAN to reduce the throughput of low-priority applications (carried in appropriate dedicated bearers) once congestion occurs without explicit notification and assistance of the core network.
The number of established dedicated bearers per UE, e.g. based on subscriber priority (bronze, silver, gold), is determined by operator policies. Operator can also determine whether and which of the dedicated bearers are pre-established, e.g. at time of attachment to the network.

The basic concept of this solution as shown in the following figure is to combine the load-aware functionality in the RAN (eNB/NodeB) with the application and policy awareness of the core, which is enhanced by DPI functionality to detect certain applications. Two configurations are possible, PCEF enhanced with ADC and TDF:
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Figure 6.2.3.2-1: Reference architecture with PCEF enhanced with ADC.
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Figure 6.2.3.2-2: Reference architecture with TDF.
In order to limit the need for frequent bearer modifications each UE may have a small number of pre-allocated dedicated bearers (at a minimum, one pre-allocated dedicated non-GBR bearer would be needed for selected UEs). In case of PCEF enhanced with ADC, the application detection is done as part of the SDF filter evaluation, which may implicitly entail usage of DPI functionality. In case of TDF, the application detection is provided by the TDF which classifies the packets and applies corresponding marks. The PCEF has SDF filters configured using those marks and the SDF filter evaluation leads to appropriately assigning the marked packets to the pre-established bearers. This can be achieved by using filter rules including ToS classification according to TS 29.212 [7] and marking the packets with DSCPs accordingly. 

The allocation/modification of bearers can be further optimized when triggered by subscriber policy which reflects service subscription information; either controlled by the PCRF or pre-defined via local policies in the PCEF. Inactivity timers can be used to remove idle bearers. Dedicated bearers may consume network resources; however with intelligent management the total number of active dedicated bearers can be controlled.

In addition, if the UE performs automatic flow mapping to bearers in uplink direction (which is a new functionality in the UE) allows for reusing the downlink QoS bearer optimization also for uplink congestion mitigation.
Table 6.2.3.2-1: Example of flow tracking for automated bearer mapping.

	Remote IP
	local port
	remote port
	protocol
	DSCP
	dedicated bearer
	life time state
	state

	199.239.136.200
	51452
	80
	TCP
	12
	1
	60s
	active

	85.183.195.96
	51455
	80
	TCP
	12
	1
	70s
	active

	74.125.43.149
	51459
	80
	UDP
	12
	1
	70s
	active

	2.18.175.139
	51470
	80
	TCP
	14
	2
	30s
	active



The UE can learn how flows must be mapped to dedicated bearers by simply tracking the flows in downlink direction and assign corresponding packets in uplink direction to the same bearers. The flow table (see example in Table 6.2.3.2-1) contains all flows detected in dedicated bearers (downlink direction, i.e. mapped by packet core). In uplink packets are mapped according to flow table entries stored in the UE. In that sense each entry emulates an uplink filter, which is not created by signalling, i.e. flow table entries take precedence over TFT filters in the UE. DSCP value is reflected into uplink packets to comply with TFT verification rules in the core network. Flow entries which are aged out can be actively removed by the UE (e.g. TCP FIN packet can trigger flow removal).

Optionally, if the core receives RAN congestion information in band or out band signalling, the information can also be used adjusting the bearer configurations dynamically and at any time, e.g. establishing a new dedicated bearer for certain application traffic.
6.2.3.3
Impact on existing entities and interfaces
For subscriber differentiation based on subscription data, the solution doesn't require any standardisation effort in case of DSCP marking usage.
TDF/PCEF:

-
For application differentiation, the DPI functionality is required in the network. The DPI functionality can be part of a TDF or a PCEF enhanced by ADC.

-
In case of TDF, the derived marking is based on configuration or based on the new parameter received from the PCRF within the corresponding ADC Rule.
Editor’s Note: It is for further study how bearer verification is performed for uplink traffic in case UE automatically assigns packets to bearers in the uplink direction. 
UE:

-
Needs to support multiple dedicated bearers.

-
For uplink congestion mitigation the UE needs to automatically assign packets from certain flows to the corresponding bearers in uplink direction. 

Editor's Note: It is for further study, what are the standardization impacts on the UE. 
6.2.3.4
Solution evaluation

-
This solution offers an alternative way to solve key issue #1, i.e. RAN user plane congestion mitigation by re-using and enhancing (e.g. using DPI functionality in the network or improve uplink bearer usage) the existing bearer concept, i.e. no or only minor standardisation effort is required.

-
It fully supports congestion handling on subscriber- and application-level.

-
Standardized interfaces and procedures for multi-vendor support are re-used. No new interfaces or protocols are required. 

-
No impacts on RAN foreseen as the existing bearer based QoS control concept are re-used.

-
It does not rely on any form of RAN congestion awareness in the core, i.e. no feedback loop is needed and there is no issue with signalling load towards and in the core network. If RAN congestion information is indicated to the CN, bearer usage can be adapted and optimized. 
-
It works also for fast changing load and congestion situations in RAN. It is much more responsive to congestion and scalable than any feedback-based solution.

-
It allows the radio scheduler a full visibility about the traffic demand, so RAN can work in full buffer model and can allocate traffic to available resources according the current radio conditions. It allows the RAN to react on congestion situations without assistance from CN.

-
It does not support content-level optimization or adaptation mechanisms, as these are typically building on core network functions. Application-level adjustments would require congestion feedback towards the core network.

-
It requires the capability of the UE to support multiple dedicated bearers which is guaranteed within EPS. The number of different prioritisation levels is limited to the UEs capability to support several established dedicated bearers. Furthermore, it depends on operator's bearer configuration policies, e.g. the VPLMN operator might have different bearer policies than the HPLMN operator.

-
In order to replicate the optimised downlink QoS control in uplink, the UE is required to perform automatic flow mapping in uplink direction. This requires that the traffic aggregate can be unambiguously identified by the IP-5-tuple.

-
In respect to application detection, this solution has the same implications (i.e. DPI processing load or issues with non-deducible service data flows) as in-bearer marking solutions (e.g. SCI or FPI).

-
The proposed multiple dedicated bearer solution allows for re-use of the bearer based QoS mechanism in RAN and CN, thus going beyond pure in-bearer packet prioritisation.
===========================END THIRD CHANGE==============================
===========================START FOURTH CHANGE==============================
6.2.4
Solution 2.4: Differentiation of IP flows based on flow level QCI 

[…]

6.2.4.4
Solution evaluation



If flow based QoS handling is done below PDCP layers, there are certain protocol constraints to achieve efficient differentiation; PDCP and RLC layers use sequence numbers for reliable delivery which makes reordering or dropping of data problematic. For bearer based QoS handling, this problem does not exist as PDCP entities are separate for different bearers. This then means that bearer level and flow QoS handling may need to be implemented in the different protocol layers using different set of mechanisms. Due to the different QoS mechanisms, the packet treatment cannot be the same for bearers and for flows, making it questionable to use the same QCI identifier to refer to both kinds of treatment. Therefore the feasibility of the RAN implementation for this solution is problematic.
===========================END FOURTH CHANGE==============================
===========================START FIFTH CHANGE==============================

8
Conclusions
Editor's Note: The clause will capture agreed conclusions from the key issues and architecture solutions clauses. 

8.2 Conclusions for RAN-based solutions for RAN user plane congestion management

The following solutions are to be progressed into the specifications:

· Solution 2.2 (FQI) 
· Solution 2.3 (Enhancing existing bearer concept). 
===========================END FIFTH CHANGE==============================
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