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1. Introduction
At the SA2#99 meeting the congestion control on the Gs/SGs interface have been presented in S2-133122. No conclusion can be achieved as people think that an exhaustive evaluation on all possible solutions is need before we make a decision.
This discussion paper attempts to provide more detail analysis on the MME congestion control and possible solutions. One solution is proposed based on that analysis. 
2. Discussion

2.1 Gap on the existing MME congestion control
For the existing A/Iu interface the Congestion/overload control has been defined before.
a) BSC overload
If the BSC enters an overload state, it performs the congestion control at A interface as specified in TS 48.008, quoted:
“3.1.12.3
Processor/CCCH overload at the BSS

If the CCCH scheduler at the BSS is overloaded (queue passed a predefined threshold) then the BSS sends an OVERLOAD message to the MSC (or, if the network supports "Intra domain connection of RAN nodes to multiple CN nodes" (see 3GPP TS 23.236 [48]) to the appropriate MSCs) with the appropriate cause (Cause value: "CCCH overload") and indicating the cell in question.

If the BSS processing is overloaded then the BSS sends an OVERLOAD message with the Cause value: "processor overload".

The MSC originated traffic is reduced in accordance with the method described in sub-clause 3.1.12.1.” 
b) RNC overload

If the RNC enters an overload state, it performs the congestion control at Iu interface as specified in TS 25.413, quoted:

“8.25.3.2
Overload at the UTRAN
…………
If the UTRAN is not capable of sending signalling messages to UEs due to overloaded resources, the UTRAN should send an OVERLOAD message to the CN. The RNC shall include the Global RNC-ID IE in this message. The message shall be sent only towards those CN nodes towards which the RNC can send the INITIAL UE MESSAGE message. If the Priority Class Indicator IE is included it shall be ignored.” 

C1: When the BSC/RNC enters the overload state, the overload control at the A/Iu interface has been specified.
From the MSC view the MME is similar as the BSC/RNC, so it seems we also need consider the congestion/overload control capability on the SGs interface.
Checking the interfaces around the MME the congestion/overload control mostly has been covered. However the SGs interface has not been covered till now. As discussed in S2-133122 if we do not introduce the congestion/overload control on the SGs interface it impact some feature e.g. eMPS. And in the worse case it may require the MME to disconnect the SGs connection for recovering from overload situation. Due to that we do see the need to introduce the congestion/overload control on the SGs interface.
C2: It is necessary to introduce the congestion/overload control on the SGs interface.

2.2 Solution Proposal
Here we try to list all the solution we have seen so far. 
Solution A: Cause code and back-off timer in SGs paging response
The solution can be shown in Figure 1 below (more detail is shown in S2-133986):
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Figure 1

1. Upon receipt of an MT call or MT SMS, the VLR first checks whether the associated MME is under congestion or not. If the MME is known under congestion, the VLR should not initiate the SGs paging procedure to the congested MME; otherwise, the VLR initiates the SGs paging as normal.
Note: Per operator’s policy if the MT call is received with priority or SMS, the VLR is still permitted to initiate the SGs paging procedure even if the associated MME is under congestion.

2. The MME is under congestion and performing the congeston control. Upon receipt of an SGs paging request message, the MME returns a Paging response message with SGs cause "Congestion" and a back-off timer.
3. Upon receipt of an Paging response message with SGs cause "Congestion" and a back-off timer, the VLR sets the MME “congestion” state and starts a timer with the received back-off timer value. When the timer expiries, the VLR removes the MME congestion state. 
Solution B: Overload indication to VLR similar as S1 interface
The solution can be shown in Figure 2 below (more detail is shown in S2-134170):
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Figure 2
1. When the MME enters the congestion state, the MME sends an OVERLOAD START message to the VLR.
2. Upon receipt of an OVERLOAD START message from the MME, the VLR knows that the associated MME is overloaded and then not initiates the SGs paging procedure to the congested MME unless the the MT call is received with priority. 
3. Once the MME recovers from the overload, the MME sends an OVERLOAD STOP message to the VLR. The VLR knows the overload has gone at the MME and works as normal.
Solution C: Selecting alternative non-congested MME
The solution can be shown in Figure 3 below:
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Figure 3
1. The VLR knows the associated MME1 is congested (via Solution A or Solution B). 
2. The VLR selects another alternative MME2 (in the same MME pool) and sends the SGs paging request with a CS restoration indicator to it. The MME page the UE including the IMSI and the CN domain indicator set to "PS".
3. Upon receipt of that paging message, the UE re-attaches to one MME of the pool and a new SGs association is established with the VLR. 
Solution D: Congestion control at the SCTP layer
This proposal is that when the MME is in congestion it intentionally reduce the receiving SCTP window size to avoid more SCTP packets sent to the congested MME. Also it is proposed to establish different SCTP associations between the MME and the VLR for different priority SGs paging message.
2.3 Solution analysis and evaluation
Solution C analysis: 

It need be built on top of other solution as the condition is that VLR is aware the associated MME is in congestion. Also the basic problem in this situation is not on how to trigger the UE got the CS service (nice to have, but not necessary), but to help network filter the un-important CS service. So if we do like solution-C, there are maybe two consequences: a) Reattached procedure is triggered, the congestion situation is extended to other originally not in congested MME in case much CS message is received. b) the important CS message can not be filtered by the MSC and finally all MME are in congested, all the CS message are lost. Another issue is that all ongoing PS traffic is lost due to reattach but the ongoing PS service should be permitted even the MME is in congestion state. As such, solution C) should not be pursued.  

Solution D analysis: 
It should be understood that SCTP and SGs-AP are two different layers. It is not suitable to do the Overload control relying on the lower layer congestion control. This is due to on the SGs-AP layer there are different type of messages which can not be detected by the SCTP layer. For example if the Overload control may only want to restrict one type of message but no others, e.g. MT call but not SMS. Then this can not be done on the SCTP layer. 

One counter argument may suggest that we introduce different type of SCTP connection between the MME and MSC. However we see the problem of this proposal:
· Unnecessary introduce multiple SCTP associations between the MME and the VLR. 

· If this work is via the SCTP establishment procedure automatically, no standard support it. 
· If this work is done via the configuration then more configuration work is expected to operators. Difficult for operator to add a new MSC/MME into the pool due to the matrix connection need be configured. 

· It need define the linkage between the SGs-AP/SCTP connection types on the two entities, i.e. to assure the MME/MSC use the correct connection to send/receive the SGs-AP message. This need be specified.  
As such we do not see much more benefit to do the SGs-AP layer congestion control in the SCTP layer. Solution D) should not be pursed.  
Solution A/B analysis: 
Solution A) and Solution B) are existing MME overload control mechanism on different interface. Two mechanisms are compared: 

	Solutions
	Pros.
	Cons.

	Solution A
	· MT services triggered so unnecessary signalling can be save in case of no MT services arrived during the MME congestion period;

· Aligned with congestion control at the NAS layer and the S11 interface;
	· A new back-off timer was maintained on the MSC.

	Solution B
	· No back-off timer was maintained on MSC. 
· Aligned with congestion control at the S1 interface and A/Iu interface;
	· Creating unnecessary signalling in case of no MT services arrived during the MME congestion period. 

· The  MME need record which MSC the control message has been sent before;


From the comparing we have a slight preference on solution A). It is proposed to adopt that solution as the final solution. 
The above mechanism can also be considered on the Gs interface.

3. Conclusion

It is proposed that SA2 to further discuss the MME congestion control at the SGs interface and agreed to adopt the solution A) as the final solution.
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