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Interworking between UMTS and Diff-Serv IP Networks

Summary

With the growing support of Differentiated Services (Diff-Serv) within IETF, it is a matter of time when ISP's will start providing differentiated services over the Internet. To allow for the seamless wireless access to the Internet while providing consistent end-to-end quality of service, a method for interworking between the UMTS network and the Diff-Serv enabled Internet is required. This draft describes a framework for this UMTS-Diff-Serv interworking. 

This contribution does not preclude the existence of other QoS provisioning mechanism, such as IntServ, MPLS etc, in the Internet. Interworking between UMTS and other types of networks (e.g., IntServ, MPLS etc) will be discussed in separate future contributions.

Glossary of Terms

BB
Bandwidth Broker

Diff-Serv
Differentiated Services

GPRS
General Packet Radio Service

IntServ
Integrated Services

ISP
Internet Service Provider 

PDP
Packet Data Protocol

PHB
Per Hop Behavior

QoS
Quality of Service

RSVP
Resource Reservation Protocol

SDU
Subscriber Data Unit

SLA
Service Level Agreement

TCS
Traffic Conditioning Specification

UMTS
Universal Mobile Telecommunication Network

1 Introduction

The purpose of the Diff-Serv architecture [DIFF-Arch] is to provide scalable "better than best effort" services over today's Internet. Work on QoS-enabled networks led to the development of Integrated services architecture [INT-Arch] along with RSVP [RSVP]. These provided means of per-flow, end-to-end QoS provisioning by per-hop resource reservation and maintenance of soft states. However, the scalability problems with RSVP implementation and the market drive for immediate QoS solution motivated the development of an alternative QoS provisioning method based on the Diff-Serv architecture. Diff-Serv is a more scalable solution by pushing most of the QoS management complexities to the network edge.

UMTS was proposed as a replacement to the GSM/GPRS network for supporting data applications with associated QoS requirements. UMTS enables flexible allocation of radio resources for supporting various services like WWW, FTP, e-mail, telemetry etc, with data rates up to 2 Mbps. According to the current UMTS standard proposal, the UMTS users can negotiate certain levels of QoS with the UMTS network. However, at present, equivalent QoS may not be provided by the external IP network. If the UMTS SDU's have to be routed through an external IP network, there is a need for transparently extending the UMTS service levels over the IP transit network in order to guarantee the consistency in end-to-end service behavior.

1.1 Scope of this framework

The interworking functions between the UMTS and IP network described in this draft are dictated by the need to provide seamless QoS between the above-mentioned networks. Any other interworking necessities like packet re-routing due to mobility etc, are outside the scope of this work.

1.2 UMTS QoS Framework in Current Standard

According to the UMTS standard, each user must have a PDP context set up before it can transmit or receive data packets. This PDP context contains information such as the PDP type, assigned PDP address, as well as the negotiated QoS parameters. While the mechanism for supporting QoS in UMTS is still under standardization, in this draft, we assume that application based QoS is available. We then focus on developing a framework for interworking between the UMTS network and the external Diff-Serv-enabled IP network. The objective is to allow the seamless mapping of QoS requirements between the UMTS network and the external IP network such that consistent end-to-end QoS can be achieved.

Based on the latest UMTS specification [3GPP-QoS], there are four traffic classes:

· Conversational class

· Streaming class

· Interactive class, and

· Background class

Each traffic class is associated with a number of attributes, including:

· Maximum bit rate

· Guaranteed bit rate

· Delivery order

· Maximum SDU size

· SDU format

· SDU loss ratio

· Residual bit error ratio

· Delivery of erroneous SDUs

· Transfer delay

· Traffic handling priority

The detailed description of the above traffic classes and their associated attributes can be found in [3GPP-QoS] and is not elaborated here.

1.3 Fulfilling negotiated QoS within UMTS network

The QoS negotiated between the MS and the UMTS network is maintained by the scheduling of scarce resources among the subscribers, as well as flow control and QoS degradation capabilities within the UMTS network. For example, the SGSN or GGSN can adjust the flow control parameters in the downlink direction (towards the MS) depending on the available capacity (radio slots) to the UMTS users in the network. The UMTS network can also up/downgrade the QoS to the MS when necessary. Most of these activities are driven by the need to optimize the usage of scarce radio resources and the traffic conditions in wireless network. They do not reflect the need for QoS negotiation of the UMTS network with the external world. In order to provide similar end-to-end QoS as available to the users of an IP network, the service commitment within the UMTS network(s) need to be transparently extended to the IP domain. In rest of this draft, we will explore this UMTS-Diff-Serv interworking capability in more details.

1.4 Current Diff-Serv Model 

The goal of the Diff-Serv model is to provide differentiated services to the users over the Internet by means of mechanisms which are simple and scalable. The ISP can offer different service levels, specified by Per 

Hop Behaviors (PHB) indicated by the DS/ToS byte in the IP packet header, to different classes of network traffic within their domain. The DS bytes (a.k.a code points) are set by a trusted boundary router (possibly, the ISP boundary router) between the customer and the ISP. A wide class of mechanisms (e.g., packet classification, traffic conditioning etc.) implemented by the ISP at the boundary and core routers, helps providing the per-hop behaviors. A Service Level Agreement (SLA) between the customer and the ISP or between two ISP's is required to contractually bound the per-flow or aggregate traffic between networks. Implementation of traffic conditioning at the network edge follows the Traffic Conditioning Specification (TCS) which is part of the SLA. Negotiation and implementation of TCS's are under the jurisdiction of the ISP.

2 UMTS as customer of Diff-Serv

In UMTS-Diff-Serv interworking, the UMTS network will be, in most cases, the stub access network leading to a Diff-Serv-enabled transit IP network through the GGSN. The GGSN will carry the edge router functionality for the stub network. There are two ways in which a customer (or application) may want to negotiate its QoS requirements with the network: 

(1) with the IP QoS manager (Bandwidth Broker [2BIT]) using UMTS access network. In this case, the mobile user is a customer of the UMTS network operator as well as of the BB.

(2) with the UMTS operator ONLY, allowing the latter to  negotiate services with the ISP. In this case, UMTS is the customer of the ISP and any of these transactions are transparent to the MS.

We consider the second case as more likely to happen as a subscriber is least likely to pay twice for the same quality of service, which he will probably end up doing in the first case. For case (1), the UMTS network will likely be unaffected if the MS has the capability to negotiate QoS directly with the ISP. The service negotiation may take place through a QoS manager like the Bandwidth Broker (BB) using RSVP signaling [2BIT]. An example scenario, where the subscriber's terminal itself has the capability to mark the IP packet's DS byte, is discussed later. In case (2), the UMTS network will have to be enhanced as we outline below. 

UMTS supports both mobile or network initiated PDP context establishment. For mobile initiated context establishment, the mobile user selects a particular QoS profile. The UMTS network will then provide the appropriate service level to the mobile user as indicated by the selected QoS profile. However, this service level guarantee does not extend beyond the boundary of the UMTS network. This means that when the mobile user communicates with an external host, no end-to-end service guarantee can be achieved. A mobile user may receive only best effort service even if it has negotiated the highest QoS level for services within the UMTS network. As a result, some form of coordination must be implemented between the UMTS and the external Diff-Serv-enabled network such that QoS requirements can be conveyed to the downstream IP networks. 

For network initiated context establishment, the PDP context may be established by the GGSN when a packet for a mobile user arrives from an external network and no PDP context has previously been setup. The UMTS standard does not clearly specify the admission criteria and the QoS profile selection method for network initiated PDP context establishment. In order to provide end-to-end service level guarantee, the UMTS network must be able to negotiate an agreement with the upstream Diff-Serv-enabled network and map the service requirements to a QoS profile available in the UMTS network. 

We propose a "Diff-Serv-enhanced GSN" (DE-GSN) model to enhance the capabilities of the GGSN for transparent QoS extension to/from the IP transit network. Most of the functionality of this model will be available in any Diff-Serv capable router of the future. This is required for the following reasons:

· UMTS customers should transparently be able to access the IP network and obtain the same level of QoS which has been negotiated with the UMTS service provider.

· QoS provisioning within UMTS network does not necessarily guarantee end-to-end QoS due to the possibility of unguaranteed "best effort" service within the Internet.

To provide the necessary capabilities to the UMTS service nodes to fulfill the above requirements, the following functionalities have been identified:

· UMTS QoS profiles or traffic classes need to be mapped to Diff-Serv PHB definitions (and vice-versa).

· A Service Level Agreement (SLA) needs to be established between a 3GIP network operator and the ISP.

· Call admission and QoS degradation control (e.g., traffic conditioning) for the UMTS network ingress and egress traffic (based on this SLA).

· Some Diff-Serv capabilities (e.g., packet marking, traffic conditioning etc.) may have to be implemented at the GGSN.

2.1 Mapping between UMTS Service classes and Diff-Serv PHB

There are a number of ways by which the UMTS operator can map the UMTS service classes/attributes to/from the Diff-Serv PHB's. We expect that a set of well-defined PHB's at the routers will provide 

certain well-understood services within the Diff-Serv network. Currently, the Diff-Serv WG has reached a consensus about three broad types of PHB's : (i) the Expeditated Forwarding (EF) PHB, (ii) the Assured Forwarding (AF) PHB and (iii) the default Best Effort. The EF PHB is expected to provide a low loss, low jitter service similar to a "virtual leased line". The AF PHB is more elastic in the sense that the packets are "unlikely" to be dropped if the traffic meets its contracted profile. To implement the AF PHB in a router, four queues with three drop preferences in each queue, are recommended by the WG. Note that, these PHB definitions are expected to evolve and change as more ISP's start implementing Diff-Serv capabilities in their routers. The example below demonstrates a QoS mapping policy for current UMTS QoS classes. Although the classes may change in the future, similar principles may be applied to the cases where such QoS mapping will be required.

For example, the Conversation Class can be mapped to the EF PHB because of the straight delay requirement. The Background class can be mapped to the Best effort PHB. The Streaming and Interactive Classes can be mapped to EF or one of the twelve priority queue and drop preference combinations of the AF class depending on the traffic attributes. Whether this mapping needs to be standardized is FFS.

For externally initiated traffic flow, a context for the MS may not exist when the IP packet arrives at the UMTS domain. Even if it exists, the QoS specified in the PDP context may not provide the same level of service as specified by the PHB in the transit network. Hence, in order to provide a consistent behavior along the end-to-end traffic path, the UMTS network should be able to set up a new secondary PDP context for the MS with the appropriate QoS allocation. This can be achieved at the GGSN according to the following steps:

1. The GGSN locates the PDP context for the incoming packet using the IP address at the packet header.

2. The GGSN identifies whether the incoming IP packet belongs to a new flow by inspecting the tuple <IP source/destination addresses, source/destination port numbers and protocol id> at the packet header. We assume here that this tuple for each active flow is maintained by GGSN in the PDP Sub-context or secondary PDP context.

3. If the packet belongs to a new flow, the GGSN initiates secondary PDP context establishment procedure by sending a PDU notification request to the SGSN. Figure 1 demonstrates the network-initiated secondary PDP context establishment procedure. For  more details of this procedure, please refer to [NETSEC].

One remaining question is that since the incoming IP packet is intercepted by the GGSN, there needs to be a way to send the QoS requirement to the SGSN before the SGSN can send the Request Secondary PDP Context Activation. This can be achieved by utilizing the private extension field of the PDU notification message if no standards modification is desirable. 
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Figure 1. Network Initiated Secondary PDP Context Activation

2.2 Service Level Agreement between the UMTS operator and the ISP

The SLA may be (i) static - a hard-coded agreement between the UMTS operator and the ISP, or (ii) dynamic - SLA can be modified and exchanged between a QoS manager within the UMTS network and a Diff-Serv Bandwidth Broker (BB). The cases for egress and ingress traffic pertaining to the UMTS domain are considered separately.

2.2.1 Egress Traffic

For the egress traffic from the UMTS domain, the SLA will determine the following

(1)
The maximum bandwidth allocated to each Diff-Serv class

(2)
Traffic conditioning specification (TCS) for each class if the traffic exceeds the allocated capacity 

(3)
The treatment to a new micro-flows when the capacity available to its mapped DS class is exceeded

· call admission control

· traffic conditioning

The service level profile between the UMTS provider and the ISP may take the following form:


EF   P = 10 Kbps    A = 10 Kbps


AF   P = 50 Kbps    A = 25 Kbps

(P = peak bandwidth, A = average bandwidth)

The call admission control within the UMTS domain must be coupled with the SLA. For example, if an UMTS subscriber, whose profile matches an EF class, demands a peak throughput of 12 Kbps. He/she cannot possibly be admitted. In case the operator decides to admit this subscriber, he/she would only be given the default BE service in the IP network. Hence, his traffic will be "marked" as BE in the DE-GSN. This is also an example of QoS degradation.

2.2.2 Ingress Traffic

The SLA will attempt to restrict the net amount of ingress traffic from the Diff-Serv domain to the UMTS network, depending on the total available radio link capacity in the UMTS network. On top of this, we can have finer grain of differentiation in the capacity allocation between the EF, AF and default classes of ingress traffic within the UMTS network. 

2.3 Traffic marking and Conditioning at DE-GSN

We consider the two directions (egress and ingress) of traffic flow separately. 

2.3.1 Egress traffic from UMTS

One approach is to implement the flow aggregate classification and the associated marking of DS byte at the DE-GSN. Performing this classification/marking function within the ISP domain requires the UMTS provider to divulge some of its QoS related information to the ISP, which may not be an attractive business proposition. Also, it is only reasonable that the UMTS service provider should have the control and accountability on the QoS it provides to its customers. 

According to the current UMTS proposals, the GGSN can first determine the QoS profile of the micro-flow by first locating the secondary PDP context of the egress IP packet. This secondary PDP context provides information regarding the negotiated QoS requirements for the micro-flow. The DE-GGSN then maps the UMTS QoS profile to a Diff-Serv PHB code point as discussed in Section 2.1 and marks the DS byte of the packet accordingly (note: this may not be required if the MS is capable of performing DS marking - see Section 2.3.2).

After packet marking, the aggregated flow for each Diff-Serv traffic class goes through a "policer" which checks the conformity of the flow to the SLA service-profile. If the contractual profile is violated, the traffic is conditioned according to the TCS between the UMTS operator and the ISP (e.g., using a token bucket conditioner with token rate and maximum burst size specified in the TCA).
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Figure 3. GGSN capabilities for egress traffic

2.3.2 Flow marking at the subscriber terminal

UMTS service classes are essentially link layer service classes. Since we attempt to map them to network layer service classes such as in Diff-Serv, it is intuitively clear that this mapping is not optimal. As QoS requirements are mainly dictated by the application, the current trend in 3GPP is to move towards a more application-specific QoS guarantee rather than an user-specific one. It can be argued that a direct mapping to Diff-Serv service classes by the user application will be more efficient than mapping it first into UMTS service classes and then into Diff-Serv classes (or vice-versa). Currently (or in near future), many IP-based terminals have (or going to have) ToS/DS marking facility. Please refer to the IETF proposals [GQoS, DCLASS] for more details. 

2.3.3 Ingress Traffic to UMTS 

Traffic conditioning/policing for ingress traffic will be required at the DE-GSN based on the SLA between UMTS and ISP domains. Downlink flow control can be implemented either at the GGSN or at the SGSN, and should be governed by the total available radio link capacity in the cells under the GSN. One possibility is a static implementation at the GGSN depending on the SLA between the UMTS QoS Manager and the ISP. The flow control mechanism can be as simple as a leaky bucket with token rate depending on the maximum allocated bit-rate to UMTS users in all the cells under the GGSN.
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Figure 4. GGSN mechanisms for ingress traffic
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