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Introduction

At the SA2 meeting in Sophia Antipolis (8/99) the charging mechanism was agreed based on a joint NTT DoCoMo/Siemens initiative (S2-99775):

· Charging functionality is located at the 3G-SGSN.  On the other hand, only RNC can identify the actual packet volume successfully transferred to a UE.  In order for 3G-SGSN to provide the volume based charging for IP domain, the standard shall support the following procedures over Iu interface.

· The RNC indicates the volume of all not transferred downlink data (discarded or forwarded to another entity (2G-SGSN or target RNC)) to the 3G-SGSN so that the 3G-SGSN can correct its counter.  Partially transferred packets are handled as not transferred.

· The RNC delivers to the 3G-SGSN the discarded or forwarded volume accumulated over an implementation dependent time and not per discarded or forwarded packet.

· The 3G-SGSN can ask the RNC to provide the volume of buffered downlink data to correct its counter at any time the 3G-SGSN wants.
As the discussion on charging issue is still ongoing, we want to reiterate the rationale of the decision for the above charging principle by comparing the different options.

Discussion

The differences reduces to the approaches for collecting the downlink transfer volume, that shall be charged by the SGSN.

Downlink data volume collected in UTRAN

The UTRAN collects the volume of transferred downlink data and reports this back to the SGSN. When doing so, it must be assured that the valuable charging information are not lost in the UTRAN. There are two design alternatives:

1. The UTRAN reports often to the SGSN so that in case charging data gets lost the volume is small.

2. The RNC implements a highly reliable data storage. 

The first option results in considerable additional signaling load on the Iu interface. In the second option the complexity for the charging data storage now allocated to the SGSN would be duplicated to the RNC. Additional complexity results from tariff switching generating many volume counter values at the same time and requiring  synchronisation between uplink data volume in SGSN and dowlink data volume received from RNC.

Downlink data volume collected in UTRAN and SGSN

The RNC and the SGSN collect in parallel and unsynchronised the downlink data volume transferred. The question here is the synchronisation between both counters as there are no synchronisation marks in the data stream. Periodical reporting by the RNC to the SGSN can not be used as the measurement periods in both entities are asynchronous. It would cause regularly loss of charging volume. If the counter value in the SGSN is corrected at the release of the packet service the RNC has to implement a reliable database. Negative value CDRs may be generated at the packet service release. The problem at tariff switching is the same as for collection in RNC only.

Downlink data volume collected in the SGSN

This is the method currently adopted in 3GPP: the SGSN collects the downlink data volume. All data volume the RNC discards for any reason is reported to the SGSN. No synchronisation in time is required as the volume counted in SGSN and the volume discarded by the RNC are disjunct. As the reports are not synchronised with the counter in the SGSN the discarded volume may be corrected in a CDR, that is for a time span later than the discarding time. Also, negative value CDRs may be generated.

Conclusion

Both mechanism for data volume collection in RNC require reliable data bases in the RNC or result in additional Iu signalling traffic. Furthermore, the function split between AN and CN is no more maintained complicating the use of other ANs. 

The rare additional cases of counter differences between RNC and SGSN based mechanisms can be accepted as even with data collection in RNC uncertainties for the collected volume exist. For example, a file transfer on a best effort packet service may abort by timeout because of lack of resources.  In this case, considerable data volume is transferred and charged but of no use for the user. Concerning uplink data, there is no certainty about successful data transfer after the data passed the GGSN. 

Taking into account the situations of miss-alignment between success fully transferred and charged data volume, the additional effort for volume counting in the RNC is seen as over-engineered with regard to the small additional certainty gained.

Flooding RNCs by data without keeping control of traffic in RNC is seen as a traffic and system engineering issue. If the RNC is not able to analyse the complete incoming traffic under load condition the support of differentiated QoS is questionable, too.

In general, the function split between UTRAN and CN is an overall architectural task and therefor falls in the responsibility of SA2.

