3GPP S2                                                                                                                            Tdoc S2-99 928

Bonn

13-17th  September 1999


Source: BT, Nortel Networks & T Mobil. 

Requirements for an SRNS Relocation Mechanism
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1. Introduction

This paper sets out some general requirements to aid the selection of an SRNS relocation mechanism.

2. Background information

This section provides some background information, which must be taken into account when devising the SRNS relocation requirements.

· Classes of Applications

Today’s Internet applications can be classified in a number of QoS categories.  In addition, there are a number of studies and proposals on what these QoS categories should be.

Figure 1 User-centric QoS model
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Figure 2 User-centric QoS categories

Please note that the applications listed in these categories are examples only, and are not meant to define the categories themselves.  Also note that delay variation (jitter) is not included as a parameter in this model. This is because in the cases where delay variation would be important to the user (eg real-time audio or video), buffering can be used to essentially eliminate it completely.

· Packet Loss

Figure 1 also depicts the acceptable rates of packet loss for each QoS class.  Where packet loss is not acceptable, two mechanisms at different levels can be used:

· TCP/UDP checksums at the transport level.  Both cover the entire packet;  TCP checksums are mandatory whereas UDP checksums are optional but highly recommended.

· Power management & FEC encoding and RLP ARQ at the radio link level.  Power management & FEC encoding minimize delay, but impacts system capacity.  RLP ARQ reduces the residual Packet Loss Rate (PLR), but increases the average delay and delay variation.

· Delay

The amount of delay introduced by a SRNS relocation solution must be such that:

· It fits within the end-to-end delay budget for each given QoS class

· It is smaller than the TCP round trip timeout (RTO), in order to avoid triggering of the TCP congestion avoidance mechanism.

· Packet duplication and reordering

Any SRNS relocation proposed solution should try to avoid relying on a mechanism that introduces packet duplication and reordering.  This is because TCP is sensitive to packets arriving out of order, and may enter Fast Retransmit/Fast Recovery/Congestion Avoidance.

RTP also provides mechanisms for re-sequencing packets that are received out of order. What the application does with out-of-order packets is largely application dependent and usually depends on whether the late packet contains still-useful information (in which case the packet is inserted into its proper place in the playback buffer) or whether it is too late to be of any use (in which case the packet is discarded).

2. Discussion

The range of applications that must be supported is very wide. At one extreme applications can be considered non-real time, whilst at the other extreme applications are very real time in nature. Applications also have very different bandwidth and requirements. Some applications are very bursty whilst others produce continuous streams of data.

Applications should be considered as being on a continuum from non real time to real time. A frame work for SRNS relocation is required which will contain mechanisms to cater for applications any where on the continuum from non real time to real time. 

The "framework" must allow for:

· flow classification

· different treatment for different classes of applications

· tuning of parameters (e.g. timeout values, buffer sizes) for different classes of applications

It should not be assumed that all of the classes and parameters will be known at the time of standardization. The framework must be flexible enough to allow new classifications to be added and parameters to be changed (in the field, by individual operators) without necessitating changes to the standards. "Web time" and all that ;-) 

Non real time applications will typically have a zero tolerance of errors. These applications will typically either use an error correction protocol or have in built error protection. Thus some level of data loss is acceptable for these applications. It is suggested that an IP packet loss of between 1-3% on a random basis should not cause problems. However the impact of a 1-3% IP packet loss on a burst basis is not fully understood and may have a far greater impact - this needs further study. 

Variation in the RTT (round trip time) can be critical. If the latency of the connection increases by more than one RTT, the impact on the connection is likely to be detrimental.

The critical factor for TCP is the round trip time (RTT). This value is dynamically computed by TCP so that it can adapt itself to run over a variety of links and networks. To estimate the RTT, you need to know:

· the "transmission" delays through the network (related to number of router hops, link speeds along the path, packet length, link layer retransmission delays, etc.)

· the "fixed" delays through the network (i.e. independent of channel speed and ]packet size, like router header processing or radio link burst negotiation time)

The TCP retransmission timer (RTO) is usually twice the RTT. So when you introduce additional, unexpected delays (like suspend/resume operations) that approach the RTT time, then you start getting into conflicts with the TCP recovery mechanisms. 

Currently 3GPP UMTS has set a target end to end delay of 150ms for real time voice, 250ms for real time data with a maximum of 400ms for both. These would indicate a RTT of between 300ms and 800ms far end to far end and back.

Real time applications are generally more error tolerant but cannot cope with an increase in the latency of the connection. The target for these types of application should be virtually no increase in the end to end latency during SRNS re-location. 

Duplication of packets and packet re ordering can occur in the fixed network. The effects can be detrimental on protocols and applications. An SRNS relocation solution should not rely on being able to duplicate or re-order packets to either far end of the connection. Further work is required to determine at what level duplication & reordering of packets becomes critical.

It can not be assumed that applications will be aware of UMTS specific requirements. UMTS must support fixed network applications that expect to be running on a wired internet.

3. Conclusion

The following requirements have been identified for a solution on SRNS relocation:

· The solution shall support a wide range of applications to cater from non-real time to real time and shall be flexible for future evolution.

· The solution shall maintain the negotiated real time QoS during the procedure.

· The solution must allow different treatment for different classes of applications

· It is proposed that for non-real time applications using TCP, packet loss in the range of 1 to 3%, on a random basis, is acceptable. For non-real time applications on a bursty basis, the acceptable packet loss is FFS.

· The solution shall account for TCP mechanisms (e.g. recovery and RTT).

· The impact on latency for real time applications should be minimal.

· The solution not shall result in the duplication and reordering of packets towards the far end connection. 

· Performance requirements on packet flow interruption should be maintained. For instance for voice it must be equal to or between than GSM.

