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1.  Introduction

To meet the needs of real time traffic the number of network elements that need to be in the bearer path should be kept to a minimum.  In release ’99 there is an IP tunnel from the RAN to the SGSN as well as a tunnel from the SGSN to the GGSN.  The agreement was to keep two tunnels for release ’99 to provide for both legal intercept and billing purposes.  In this contribution it is suggested that the SGSN is made a server which does not need to have the bearer path routed though it.

2.  Discussion

One of the concerns identified in the beginning of GSM was the need to keep the real time delays to a minimum in a digital cellular system.  There were very strict guidelines that still did not meet the requested round trip delay budget.  Moving from the circuit domain to the packet domain while keeping the same or tighter specifications will be difficult.  One means of reducing the delay and jitter of packet networks is to reduce the number of ‘hops’ which have to be traversed.  Many systems have path optimization to help reduce the number of hops.  In a system where the packet must be routed to a specific network element before it can be routed elsewhere, the number of hops is increased and the potential for path optimization lowered.  The conclusion is obvious, reduce the number of network elements real-time traffic must go through in order to reduce the number of hops, reduce the delay, and reduce the potential for additional jitter.

It is therefore suggested that the option of routing the bearer via a tunnel directly between the RAN and the GGSN be added to the reference architecture.  It can be left as an implementation decision to keep the bearer in the SGSN but should not be required.  There should be a determination of the impacts of removing the bearer from the SGSN.  As mentioned above there are two identified issues;

· Legal Intercept

· Billing

2.1 Legal Intercept Server (LIS)

One alternative to legal intercept is to create a server placed between the RAN and the GGSN.  On determination that a session or context is to be intercepted the server is put in the bearer path and allows the interception of all bearer traffic.  If the session is already established the server appears to the GGSN as a change in the tunnel for the specific session which looks like a known change in RAN for the MS.  The RAN is instructed to send data to the legal intercept server as if it were the GGSN, (could look like a handover to itself for a new context).  There would be no need for the MS to be aware of the presence or insertion of the LIS.

2.2  Billing

There were two issues raised with respect to the issue of billing which kept the SGSN in the bearer path.  The fact that the GGSN maybe in a different network and the issue of getting the correct information from the RAN.  When there is a GGSN in a different network there is a BG (Border Gateway) in the local network.  The BG should be able to be a trusted network element that can keep track of the packet flows if the GGSN is not trusted.  The RAN will have information that should go into the billing record.  It is aware of the number of retransmissions the success and failure rates as well as services and resources used.  Some of this information is not available to the SGSN in any case and the need for the SGSN to accept CDRs from the RAN will become greater over time.  

3.  Proposal

It is proposed to allow a direct GTP tunnel from the RAN to the GGSN.  This is primarily for bearer traffic and does not remove the need for the SGSN / GGSN or SGSN/ RAN control traffic.  It would allow the option to have an SGSN with no bearer in an all IP network.
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