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1. Introduction

This Tdoc addresses the interworking and protocol stacks necessary at the edge nodes to identify flows with different QoS needs.

2. Description of the Problem

The task for downlink traffic is to:

· Classify/translate/mark/police each incoming packet at the Gi interface. The main task is to determine which QoS (which flow) should be used inside the GPRS network for each packet. Information on how to distinguish different flows is only present in the headers of the IP packets. A simple solution is to have a network operator determined interpretation of the headers without using user specific information, but in most cases, an application running in the TE wants to control the QoS to be applied to its used data flows. Therefore it is necessary to:

· Transfer the information necessary to identify a flow by looking at its headers from the TE to the GGSN. The content of this information is proposed in Tdoc C-99-462. Since a TE in normal operation might have many TCP/UPD ports open, and since those ports are opened and closed frequently, it is not feasible to precisely identify and treat all flows differently. Some simplification is needed to reduce signaling and state information in the GGSN.

The task for uplink traffic is to:

· Classify/translate/mark each incoming packet at the R reference point with the QoS flow that should be used inside the GPRS network. Possible solutions include the use of multiple logical links at the R reference point or to use the information which is present either at the IP layer in the TE (different flows use different sockets) or included in the IP header as TOS Byte when arriving in the MT. Information on the QoS to use for each flow is currently not given by most applications but will be in the future when they start using new QoS APIs offered by the TE’s operating system or when the operating systems start to automatically detect flows and assign QoS profiles to them. Therefore it is necessary to:

· Enable applications/QoS drivers to signal their QoS requirements to the GPRS network. 

3. Terms used

TOS Byte
Type of Service Byte in IP header.

PDF context:
A Packet Data Flow context is affiliated to an established PDP context and identifies a data flow of one or several application flow(s). The PDF context consists mainly of a PDF context identifier a QoS profile and optionally of a traffic flow template containing the information needed to perform the translater/mapper/policing functionality. See Tdoc C-99-460 and C-99-462 for details.

4. Proposal

4.1 Downlink Traffic

4.1.1 Mapping of flows to different PDF contexts at the GGSN

Down-link traffic received from the packet data network is mapped to the different PDF contexts and thus to the different QoS profiles either by:

1) matching parts of the header of the received IP packets to the available traffic flow template associated to a PDF context, or by

2) mapping the received IP packets to the PDF contexts based on local flow analyses in the GGSN. 

Note, within the scope of GPRS specifications, the first method should be specified only.

4.1.2 MT-TE interworking

When using the Multi-Class Multi-Link (MCML) PPP protocol (see 4.2.1.1) between the MT and the TE, the MT is expected to classify downlink IP packets based on the PDF Context. The IP stack in the TE will direct packets from the different MCML PPP flows to the correct sockets.

4.1.3 Policing

The GGSN polices incoming traffic from the IP network according to the QoS profile assigned to the particular flow (e.g. the throughput is policed according to the Peak Throughput).

4.2 Uplink Traffic

4.2.1 Mapping of user flows to different PDF contexts at the TE

The MS should contain the Translator/Mapper functionality for the uplink. The different QoS flows, originating from different QoS aware applications, shall be identified in the TE, carried to the MT and mapped to the corresponding up-link PDF Contexts.

Traffic send by the TE is mapped to the different PDF contexts either by:

1) MCML PPP class identifiers, or

2) analysis of the TOS Byte in the MT, or 

3) based on other multi-link protocols between the TE and MT 

Note, within the scope of GPRS specifications, the first two methods should be specified only:

4.2.1.1 Multi-Class Multi-Link (MCML) PPP

MCML PPP[1] [2] can be used as link layer framing and separation of QoS flows. The MCML PPP can be  terminated in the TE and the GGSN similar to the PDP-type PPP.

MCML PPP rather than PPP is needed since PPP does not support multiple levels of priorities and therefore does not allow QoS scheduling to be applied to its packets in the BSS or the SGSN. MCML PPP supports different QoS flows. Whether MCML PPP can be transported by the PDP type PPP or whether a new PDP type is needed is FFS.

The different QoS flows are identified by the QoS driver in the TE and mapped to corresponding MCML PPP flows identified by the class id in the headers of the MCML PPP frames. In the MT, the flows are identified by the class id and mapped to the correct up-link QoS flow.
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Figure 1
Functional overview for the ‘GGSN terminated MCML PPP’ option
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Figure 2
Protocol stacks for the MCML PPP option, user plane

Note: The MT will only have to look into and analyse the class field of the MCML PPP frame header in order to be able to map frames to the correct QoS up-link flow. The MT does not need to implement a complete IP and MCML PPP protocol stack.
4.2.1.2 PPP with TOS Byte marking

PPP is used for link layer framing and currently terminated in the TE and in the MT, optionally in the GGSN if PDP type PPP is used. The proposal is to use the TOS Byte of the IP header to separate the QoS flows in uplink direction. 

The different QoS flows are identified by the QoS driver in the TE. The TOS byte of the IP packets constituting a specific QoS flow is then set according to the requested QoS by the driver. In the MT, the flows are reconstructed by looking into the IP packet headers and sorted by the TOS Byte value. The reconstructed flows are mapped to the correct up-link PDF context.
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Figure 3
Functional overview for the ‘MT terminated PPP’ option
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Figure 4
Protocol stacks for the ‘MT terminated PPP’ option, user plane
Optionally, PPP can be terminated at the GGSN (PDP type PPP). But then only one QoS flow is possible since PPP does not tolerate out of sequence deliveries of packets. All traffic within this PDP context must then be treated according to the best QoS profile which it contains.
4.2.2 GGSN Interworking

No interworking is necessary in uplink direction. Behind the GGSN, e.g. RSVP can be used to signal QoS (see 4.3).

4.2.3 Policing

Uplink traffic from the MT is policed implicitly by the scheduler of the BSC.

4.3 End-to-End QoS interworking

Resource reservation protocols (e.g. RSVP [3]) may be used end-to-end to allow better than best effort handling between the GGSN and the host in the external IP domain. The messages (IP packets) are sent transparently through the GPRS network.

The following two chapters use RSVP just as one example of end-to-end QoS signaling.

4.3.1 TE originating request
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Figure 5
Message Sequence for QoS reservation, TE originating case

1. The TE may forward a RSVP PATH message via IP towards the remote host. The message is carried with the QoS of the initial PDF context

2. Assuming the receiving node is capable of RSVP message processing and is willing to receive traffic from the TE, a RSVP RESV message is forwarded from the remote host back to the TE. 

3. The TE then initiates the activation of a new PDF Context or the modification of an existing one to satisfy the requirements of the traffic. This is achieved by using e.g. the AT-command set between the TE and the MT, which maps the AT commands into SM messages. Since, it is desirable to avoid Micro Flow analysis in the MT, the PDF context used by the TE has to include:

- The MCML PPP class id for the designated traffic, used in case of  MCML PPP (see 4.2.1.1) or

- The TOS Byte used in case of ‘PPP with TOS Byte marking’ (see 4.2.1.2).

A more detailed description of the information transferred can be found in Tdoc C-99-462.

4.
The TE sends a new PATH message with updated QoS requirements according to the negotiated QoS with the network.

4.3.2 TE terminating request
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Figure 6
Message Sequence for QoS reservation, TE terminating case

1. The TE receives a RSVP PATH message via IP from the remote host. The message is carried with the QoS of the initial PDF context.

2. The TE negotiates the requested QoS with the network.

3. The TE sends the reservation message. 

4.4 TOS Byte based interworking

TOS Byte inter-working is possible on both sides. If the PDP type PPP is used, the TOS byte can be used in the MT to distinguish between the flows coming from the TE.

If operator enabled, the TOS Byte can be used in the GGSN to distinguish between flows coming from a certain external interface (ISP, VPN) which is trusted by the GGSN concerning the TOS byte.

4.5 TE  MT Signaling

Asymmetric throughput in uplink/downlink direction should be supported. It should be possible to define QoS for uni-directional flows only as well as for both uplink and downlink flows in one AT-Command (compatibility with GPRS phase1 07.60). 

Dynamic request for QoS (re-negotiation) shall be restricted in the TE to prevent flooding the network with session management signaling.

5. References

[1] RFC 1990
“The PPP Multilink protocol (MP)”

[2] IETF Draft
“The Multi-Class Extension to Multi-Link PPP”
(http://www.ietf.org/html.charters/issll-charter.html)

[3] RFC 2205
“Resource ReSerVation Protocol (RSVP) -- Version 1”







_988738572.doc


TE







Sockets







QoS driver







QoS1







QoS2







QoS3







IP header analysis







MT







Control signalling e.g. AT Commands







Layer 1+2 with multiplexing capabilities







DS3







DS1







DS2







PPP







QoS3 (PDF3)







QoS2 (PDF2)







QoS1 (PDF1)












_988740716.doc


e.g. L2TP or IP-tunnel







�MCML



PPP







�







Relay











L1







L2







�MCML PPP







�MCML PPP







Relay







UDP /�TCP







IP











Application











GGSN















MT







Gi







GPRS flow transport layers/tunnels











GPRS flow transport layers/tunnels











TE











L1







L2















































L1











L2







TCP/ UDP



















MCML PPP







IP







R












_988664523.doc


TE







sockets







QoS driver







QoS1







QoS2







QoS3







MCML PPP







GGSN







Control signaling e.g. AT Commands







Layer 1+2 with multiplexing capabilities







QoS3







QoS2







QoS1







MT












_988664785.doc


{ FLOWSPEC, FILTERSPEC,  session id} 







RemoteHost











RSVP PATH















{ FLOWSPEC, FILTERSPEC,  session id} 







RSVP RESV







{session id, updated TSPEC}







































AT-command







{update/create PDP



ctxt, QoS-profile}







Activate/Modify PDF Context Request







{requested QoS-profile}







3







2







AT-command







{updated/created PDP



ctxt, QoS-profile}







Activate/Modify PDF Context Accept







{accepted QoS-profile}







1







GPRS�Network







RSVP RESV











RSVP PATH







{session id, TSPEC}































4







MT







TE












_988664803.doc


Remote Host















{session id, TSPEC}



































































GPRS�Network







3







1







2















{QoS-profile}







Activate/Modify PDF



Context Accept







{updated/created PDP



ctxt, QoS-profile}







AT-command







RSVP RESV







{ FLOWSPEC, FILTERSPEC, session id} 















{QoS-profile}







Activate/Modify PDF



Context Request







{update/create PDP



ctxt, QoS-profile}







AT-command



























RSVP PATH















MS







TE












_988475548.doc






R







SNDCP







MAC







RLC







LLC







GSM RF







PPP















L1 + L2











MT







TE











QoS mapper







L1 + L2











APPLICATION







TCP/UDP







IP







PPP












