	
3GPP TSG-SA WG1 Meeting #98e 	S1-222168
Electronic Meeting, 22 Aug. – 1 Sep.., 2022	
Source:	OPPO, Tsinghua University 
pCR Title:	5GS assisted AIML model transfer learning
Draft Spec:	3GPP TR 22.876
Agenda item:	7.7
Document for:	Approval
Contact:	Yang Xu (xuyang@oppo.com) 

Abstract: This document proposes a use case and related potential requirements to be included in FS_AIML_Ph2 TR 22.876 version 0.0.0.
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********** Second Change *********
[bookmark: _Toc91256617][bookmark: _Toc91258890]6.x	5GS assisted AIML model for transfer learning
[bookmark: _Toc91256618]6.x.1	Description
Transfer learning is beneficial for lowing cost and raising effective when training a model using a target UE based on a pre-training model. As shown in figure-x.1-1, the principle of transfer learning is to use the knowledge from the source domain to train a model in the target domain to achieve more expedient and higher accuracy efficency. 
[image: ]
Figure-6.x-1 AI model transfer learning from source domain to target domain
Only when the source and target domains share certain similarities then the transfer learning can  benefit the training operation, otherwise the transfer learning may lead to a negative effect for the model training. An shown in figure-x.1-2, a classic experiment [x1] illustrates that selecting the dataset from similar people (people who sharing similar daily behavior) helps to make the transfer learning train the model much faster and with higher accuracy (curve of “similar people”) compared to only using taget domain’s dataset (curve of “B-only”), while if the selected people are dissimilar, the transfer learning result (curve of “dissimilar people”) is even worse than only using target domain’s dataset. Thus, straightly speaking, finding similar training dataset and use the knowledge from the similar training dataset (e.g. the (pre)trained model made by a similar person) is a key to have an efficient transfer learning.    
[image: ]
Figur-6.x-2	Transfer mearning task performance in case of similar and dissimilar people [x1]

The “fine-tuning” transfer learning mechanism [x4] has been widely used to effectively “transfer” a model from the source domain to the target domain sharing similar characteristics. It is an easily understandable method that using a model which has been used by a target-A to get another model for a target-B who has similar characteritics by means of tuning the target-A’s model based on the similar target-B’s local data. 
Since 5G system has ample data for each of all UEs, it can help to provide such similarity information to help application find proper targets with similarities so as to realize an efficient transfer learning. For example, if a model has already been applied by a person for an auto-driving car for a given route from home to office for daily work, the 5GS can find other persons who share the similar route at similar time slot, then tuning the model based on other person’s local dataset for its own auto-driving usage.

[bookmark: _Toc91256619]6.x.2	Pre-conditions
Alice is a customer of auto-driving service which service is provided by company-A, and her auto-driving car moves between her home and office building everyday. Moreover, based on bi-lateral agreement, Alice would like to share the model in use to others.  
For a high-quality auto-driving service, Alice’s car uses a trained LaneGCN model [x2] for car’s trajectory prediction. The auto-driving car moves between her home and office building everyday, and the trained LaneGCN model is to predict the future trajectory of the neighboring cars so that alice car can decide whether to steer, accelerate, and other driving operations. The LaneGCN model is illustrated in figure-x.1-3, specifically based on 1) past trajectories of Alice car and the neighboring cars in last 2 seconds and 2) the HD map of the city, the future trajectory in next 3 seconds can be predicted in realtime [x2]. 
[image: ]
Figure-6.x-3: The working principle of the LaneGCN model [x3]
An example of trajectory prediction is shown in the figure 6.x-4 [x5] below that he orange trajectory represents the observed 2 s. Red represents ground truth for the next 3 seconds and green represents the multiple forecasted trajectories for those 3 s. Top left: The car starts to accelerate from a stop line and the model is able to predict 2 different modes (right turn and go straight) along with different velocity profiles along those modes. Top right: The model is able to predict 2 different scenarios – lane change and staying in the same lane. Bottom left: The model is able to cross a complex intersection and take a wide left turn without violating any lane rules because it is able to use the vector map to generate a reference path. Bottom right: The predictions account for different ways in which a left turn can be taken, in terms of velocity profile and turning radius.
[image: ]
Figure 6.x-4: Qualitative results: the orange trajectory represents the observed 2 s. Red represents ground truth for the next 3 seconds and green represents the multiple forecasted trajectories for those 3s [x5]. 
 
[bookmark: _Toc91256620]6.x.3	Service Flows
1. Bob would like to use auto-driving for his daily route between home and office, so he applies to company-A for auto-driving service. 
2. For the purpose of trajectory prediction, company-A needs to install LaneGCN model to Bob’s car while use Bob’s local data to train the model.
In order to achieve a faster and more accurate model, company-A requests operator-B to find a company-A’s customer who has the similar route at similar time duration compared to Bob.
3. Based on operator-B’s own collected data (e.g. historical mobility data, collected location information) and analytics, the operator-B finds Alice fulfills the similarities requested by company-A (i.e. Alice has the similar route to Bob during a certain time slot). Then operator-B notifies company-A the finding result.   
4. As Alice has signed a bi-lateral agreement to share her auto-driving model to others, company-A decides to share the Alice’s model to Bob. 
5. Company-A subscribes to Operator’s B to be notified when Alice’s car and Bob’s car are in the same place (i.e. office building). When they are in the same office building, the application layer triggers the direct device connection establishment between Alice’s and Bob’s car, and the model is then downloaded to Bob’s car via sidelink.
6. When acquiring the LaneGCN model parameters from Alice, Bob’s car performs “fine-tuning” transfer learning operation [x4] based on the local data to tune the model to be used for its own auto-driving service.

[bookmark: _Toc91256621]6.x.4	Post-conditions
Thanks to 5GS to find two UEs (two persons’ car) with certain similarity, Bob’s car efficiently gets an ideal LaneGCN model for auto-driving by means of transfer learning.  
[bookmark: _Toc91256622]6.x.5	Existing features partly or fully covering the use case functionality
In TS 22.261 clause 6.40.2, there is a requirement for FL scenario, i.e. the 5GS to assist 3rd party to determine FL members. But it is applied to multiple-UE scenarios (i.e. FL). For transfer learning use case, the 3rd party may just provide certain aspects (e.g. location. Trajectory, time slot) rather than untrained information of each aspect to let 5GS find the similar UEs.  
Subject to user consent, operator policy and regulatory requirements, the 5G system shall be able to expose information (e.g. candidate UEs) to an authorized 3rd party to assist the 3rd party to determine member(s) of a group of UEs (e.g. UEs of a FL group).

[bookmark: _Toc91256623]6.x.6	Potential New Requirements needed to support the use case
[bookmark: _Toc56982022][bookmark: _Toc91256624]6.x.6.1	Potential Functionality Requirements
[P.R.6.x-001] Subject to user consent and operator policy, 5GS shall be able to provide the candidate UEs similar to the requested UE sharing the same characteristics (e.g. appears in the same location at the same time). 
[P.R.6.x-002] Subject to uer consent and 3rd party’s request, the 5G system shall support to monitor when two or more specific UEs are in the same area and expose such notification to 3rd party.
[P.R.6.x-003] The 5G system shall support transmitting a specific AI/ML model via direct device connection.
6.x.6.2	Potential KPI Requirements
The Lane GCN model can be downloaded from the open source code published in reference [x5], the Lane GCN model is the size of 15MByte. Similarly, other trajectory prediction models are listed in Table 6.x-1. 
In addition, 3D object recognition model is also widely used for auto-dring scenario and have been listed in Table-6.x-1. The model training can also benefit from the transfer learning mechanism. According to the statistics in [x6], the model training time with no transfer learning help ranges from 1.2~15 hours (The training time is measured with 8 TITAN XP GPUs and PyTorch 1.5), the transfer learning will help to accelerate the training well and increase the accuracy. 
Table 6.x-1 
	
	Type of model 
	Payload size
	Latency for model trnamissiom (NOTE 1)
	Transmission Data rate

	LaneGCN
	
Trajectory prediction
	15 MByte 
	3 seconds
	5 MByte/s

	ResNet-50
	
	25 MByte
	3 seconds
	8.33 MByte/s

	ResNet-152
	
	60 MByte
	3 seconds
	20 Mbyte/s

	PointPillar
	



3D Object recognition
	18 MByte
	3 seconds
	6 MByte/s

	SECOND
	
	20 MByte
	3 seconds
	6.67 MByte/s

	Part-A2-Free
	
	226 MByte
	3 seconds
	75.33 MByte/s

	Part-A2-Anchor
	
	244 MByte
	3 seconds
	81.33 MByte/s

	PV-RCNN
	
	50 MByte
	3 seconds
	16.67 MByte/s

	Voxel R-CNN (Car)
	
	28 MByte
	3 seconds
	9.33 MByte/s

	CaDDN (Mono)
	
	774 MByte
	3 seconds
	248 MByte/s

	NOTE 1: The transfer learning does not have a high requirement for transmission latency since it is not a real-time inference service, hence it assumes the model transmission via direct device connection should be finished in 3 seconds.
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