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[bookmark: _Toc83393840]***************** Begin Change *******************

[bookmark: _Hlk83140520][bookmark: _Hlk83140521][bookmark: _Hlk83140522]A.4.4.3	Intelligent distributed feeder automation
[bookmark: _Hlk83140523][bookmark: _Hlk83140526][bookmark: _Hlk83140527][bookmark: _Hlk83140528][bookmark: _Hlk83140529][bookmark: _Hlk83140530][bookmark: _Hlk83140531][bookmark: _Hlk83140532][bookmark: _Hlk83140533][bookmark: _Hlk83140534][bookmark: _Hlk83140536][bookmark: _Hlk83140537][bookmark: _Hlk83140538][bookmark: _Hlk83140539][bookmark: _Hlk83140540][bookmark: _Hlk83140541][bookmark: _Hlk83140542][bookmark: _Hlk83140543][bookmark: _Hlk83140545][bookmark: _Hlk83140546]Intelligent distributed feeder automation system which supported by 5G connections is designed to realize intelligent judgment, analysis, fault location, fault isolation and non-fault area power supply restoration operations. As illustrated in the Figure A.4.4.3-1, the distributed feeder automation system is mainly composed of a distribution master station, a distribution terminal, switch stations, and the communication system (UEs in the substations, 5G network, plus the data network). The distribution master station is mainly used for information gathering and human-computer interaction, and the distributed terminals are used for the collection of feeder status information and judgment, fault location, isolation, as well as power supply restoration based on this information. Distributed terminal actions are reported to the distribution master station. The 5G communication system enables communication among the distribution terminals. The distribution master station is usually connected to the 5G system via a data network, which is out of 3GPP scope. 
Editor’s Note: 	The figure A.4.4.3-1 need to be further improved.

[image: ][image: ]
[bookmark: _Hlk83140553][bookmark: _Hlk83140554]Figure A.4.4.3-1: Example of intelligent distributed feeder automation
The distribution master station manages multiple distributed terminals. Each distributed terminal is served by a 5G UE to exchange the collected data with other distributed terminals. From an application perspective, the communication between distributed terminals is peer-to-peer. The 5G communication service availability needs to be very high. Therefore, at least two communication links are usually deployed for hot standby or for transmitting data synchronously between two distributed terminals. The associated KPI is provided in Table A.4.4.3-1.
[bookmark: _Hlk83140555][bookmark: _Hlk83140557]Table A.4.4.3-1: KPI for intelligent distributed feeder automation 
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area 

	1
	99.999
	–
	Normal: 1 s;
Fault: 2 ms
(note 2)
	2 M to10 M
(note 1)
	–
	Normal: 1 s;
Fault: 2 ms
(note 2)
	–
	–
	54/km2 (note 3)
78/km2 (note 4)
	several km2

	NOTE 1:	The KPI values are sourced from [29].
NOTE 2:	It is the one-way delay from a distributed terminal to 5G network.
NOTE 3:		When the distributed terminals are deployed along overhead line, about 54 terminals will be distributed along overhead lines in one square kilometre.
NOTE 4:		When the distributed terminals are deployed in power distribution cabinets, there are about 78 terminals in one square kilometre.



[bookmark: _Hlk83140558][bookmark: _Hlk83140560]Use cases #1: Intelligent distributed feeder automation


***************** End of Change *******************
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