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Discussion
This PCR proposes updates to the description and the pre-conditions for the use case in clause 5.5 (Session-specific model transfer split computation operations).
Proposal
It is proposed to clarify the text in description and pre-conditions in 3GPP TR 22.874 version 1.0.0.

* * * *   First Change   * * * *
5.5	Session-specific model transfer split computation operations
5.5.1	Description
A UE, to achieve results for the user, employs split computation (The split computation is for offloading computation intensive task between UE and network). Computation intensive tasks (machine learning, complex computation using input data and the model, etc.) can be fully or partially offloaded. This use case considers a particular use – rendering augmented reality in a headset with modest computational resources. The decision how to split the computation task between the UE and other computation resources can depends in part on the conditions of the communication network and on computational resources available in the UE. 
NOTE 1: 	The decision of how to split computation is itself out of scope of 3GPP and not discussed here.
5.5.2	Pre-conditions
Abigail has Augmented Reality glasses, a UE with limited computational power. She leaves a bus and stands at the bus stop, where, behind a large advertisement display, a gNB is installed. Abigail’s glasses get access through the access point. She seeks to augment her view of the city with directions and annotations (opening hours, local history, description of businesses, etc.) Augmenting the visual scene of the city in real time is a computationally intensive task, accomplished by a model developed through ML. the model has two candidate split points, each candidate split point has a different workload and communication requirement shown as below. This strategy for splitting computation has been installed in the UE and Application Server so that the split point can be adjusted dynamically based on change of communication performance and/or UE’s capabilities. The Application Server can be either in the MNO domain (i.e. a trusted application) or external to the MNO domain (i.e. an authorized third party application.). This use case does not consider how the splitting strategy is determined, whether this can be done autonomously or what form the strategy has.
Table 5.5.2-1: Workload and communication requirement for split points
	
	Approximate output UL data rate (mbps)
	Computation load in UE

	Candidate split point 1
	120
	Low

	Candidate split point 2
	24
	High



The glasses have limited computational capacity, and this capacity varies over time. A means for identifying the current status (AI-ML information) of the UE is available to the network i.e. via application layer. Initially it is determined that the UE has the capability to support either candidate split point 1 or 2.
The network communication resources are enormous, it is determined by the augmented reality service to apply candidate split point 1 so that computation is executed mainly in the network, receiving large quantities of data provided by her glasses and this helps reduce computation in UE.   The large quantity of data is transmitted via the QoS flow with guaranteed data rate (GBR) 200 Mbps.
* * * *   End of Changes   * * * *
