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Abstract:  This paper proposes the consolidated KPI requirements for 5GSEI TR22.867 V0.3.01.0.0.
1. Introduction
The following potential requirements about KPIs for 5GSEI have been identified in the TR 22.867 v0v1.30.0. The corresponding consolidated potential requirements regarding KPI performance are proposed.
2. Text proposal for TR 22.867 v0v1.31.0
************************Change Starts************************
…

[bookmark: _Toc46160440][bookmark: _Toc66348703]7	Consolidated potential requirements and KPIs
[bookmark: _Toc46160442][bookmark: _Toc66348705]7.2	Consolidated potential KPIs
Editor’s Note: 	This section summarizes the available KPI values from the various approved use cases based on v1.0.0. The KPI values in the tables may be corrected/modified aligned with the newly-added use-cases and the updates to the approved use-cases.
Table 7.2-1 KPI Table of Periodic Communication Services


	Use case
	Experienced data rate
	availability
	Transfer interval: target value
	Message size
	Service area
	Max Allowed End-to-End latency
	Comment by Michael 05-05 Bahr (Siemens): “max allowed end-to-end latency”
	density

	



	


	
	

	
	
	


	


	



	


	
	
	


	
	

	



	5.1
Distributed Energy Storage -monitoring



	UL: > 16 Mbit/s (urban), 640 Mbit/s (rural)	Comment by Michael 05-05 Bahr (Siemens): Mega what? (unit missing) [also at other places]
DL: > 100 kbit/s
(see note 1)	Comment by Michael 05-05 Bahr (Siemens): When refereing to a note, it is usually lower case
	DL: >99.90%

	UL: 10 
ms
	UL: 50 x 16 kbyte
	-
	DL:<10 ms

UL:<10 
ms
	>[x] x 10 
/km2 (urban), >[x] x 100 
/km2 (rural)
(storage node density, see note 2)

	5.1
Distributed Energy -Storage
Data collection


	UL: > 128 kbit/s (urban), 10.4 Mbit/s (rural)
DL: > 100 kbit/s
(see note 1)
	DL: >99.90%

	UL: 1000 ms
	UL: 50 x 26 kbyte	Comment by Michael 05-05 Bahr (Siemens): k-what? (Unit missing)
DL: >100 kbyte
	-
	DL:<10 ms

UL:<1000 
ms
	>[x] x 10 
/km2 (urban), >[x] x 100 
/km2 (rural)
 

(storage node density, see note 2)

	5.2
advanced metering
	UL:<2 Mbit/s

DL:<1 M
bit/s
	>99.99%
	-
	-
	-
	Accuracy fee control: < 100 ms (NOTE 3); 
General information data collection: <3000 ms
	<10000/km2 (connection density, note4)

	5.3
Distributed Feeder Automation
	2 Mbit/s to 10 M
bit/s
	99.999%
	-
	-
	-
	<10 ms
(see NOTE 6)-
Latency jitter <50 µs
(see note 5)
	54/km²
(see note 7)
78/km2 (connection density, note 8)

	




	
	
	
	
	
	
	




	



	
	
	
	
	
	
	

	




	
	
	
	
	
	
	




	



	
	
	
	
	
	
	

	



	
	
	
	
	
	
	

	



	
	
	
	
	
	
	

	5.12
Distribution Intelligence – FLISR
High speed current differential protection (see NOTE9 )
	2,5 Mbit/s

	
> 99,999 %
	≤ 1 ms
	<245 byte 
	- several km2
	5 ms
	Comment by Michael 05-05 Bahr (Siemens): separate column transfer interval
	[bookmark: _GoBack]-

	5.15
Distributed Energy Resources and Micro-Grids(see NOTE9 )
	5,4 	Comment by xiaxu-chinatelecom:  5.12 and 5.15 are collapsed into a single row
Mbit/s
	99,9999 %

	≤ 1 ms	Comment by xiaxu-chinatelecom: the others were removed as assump that supported by the resulting requirement
	140 byte
	-
	3 ms


	Comment by Michael 05-05 Bahr (Siemens): separate column
	-

	

	
	
	

	

	
	
	

	5.22
ensuring uninterrupted MTC service availability during 	emergencies
	< 1 kbit/s per DER	Comment by Michael 05-05 Bahr (Siemens): bit rate is always metric

	99.9999 %
	100 ms
(see NOTE10-11 )
	-
	-
	-
	-

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	140 byte
	
	
	
	

	
	
	
	
	
	
	
	



	NOTE 1: This KPI is to require data rate in one Energy storage station which may provide via one or more 5G connections and via one or more 3GPP UE(s) at the same time.
NOTE 2: It is used to deduce data volume in an area which has multiple energy storage stations. The data volume can be deduced through follow formula ( Current + other data) data rate per storage station * (Storage node density /km2) * (Active factor/km2) + video data rate per storage station *  (Storage node density /km2). In general, the Active factor is 10%
NOTE 3: The accuracy fee control latency here is for communication one way latency from 5G IoT device to backend system while the distance between them is no more than 40 km i.e. city range. The command implementation need 100 ms.
NOTE 4: It is the typical connection density in today city environment. With the evolution from meter centralization collection to sockets in home directly collection, the connection density is expected to increase 5-10 times. 
NOTE 5: The latency jitter is required for the switch off between the active and standby communication links
NOTE 6: It is the one way delay from a distributed terminal to 5G network.
NOTE 7: When the distributed terminals are deployed along overhead line, about 54 terminals will be distributed along overhead lines in one square kilometre with the power load density is 20MW/km2. 
NOTE 8: When the distributed terminals are deployed in power distribution cabinets, and considering the power load density is 20 MW/km2, there are about 78 terminals in one square kilometre.
NOTE 9: UE to UE communication is assumed.
NOTE 10: Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 11: It applies to both UL and DL unless stated otherwise.






Table 7.2-2 KPI Table of Aperiodic Communication Services
	Use case
	Max allowed	Comment by Michael 05-05 Bahr (Siemens): end-2-end (within the 5G system) or just the wireless link?
end-to-end
 latency
	Experienced data rate
	Communication service availability
	Message size
	Service area
	Reliability
	Storage node density # /km2 (Note2)

	5.1
Distributed Energy Storage

Energy storage station: video
	DL:<10 ms
UL:<1000 ms
(rural)
	UL: >5 Gbit/s
	Comment by Michael 05-05 Bahr (Siemens): incomplete unit
DL: >100 kbit/s

(see note 1)
	-
	-
	-
	DL: >99.90%
	>[x]*100

	5.12
Distribution Intelligence – FLISR

Feeder automation
(note 2)
	20 ms
	-
	> 99,999 %
	< 100 byte
	several km2
	-
	-

	5.15
Distributed Energy Resources and Micro-Grids(note 2)
	<3 ms
	-
	> 99,9999 %
	160 byte
	-
	-
	-



	NOTE 1:	The required data rate in one Energy storage station which may provide via one or more 5G connections and one or more 3GPP UE(s) at the same time. It can be calculated with following formula:12.5 Mbytes/s * 50(containers) * 8 = 5 Gbit/s
NOTE 2:	UE to UE communication is assumed.



Table 7.2-3 Clock Synchronization Service Performance Requirements
	Use case
	User-specific clock synchronicity accuracy level [65]
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement	Comment by Michael 05-05 Bahr (Siemens): Columns “Clock synchronicity requirement” and “5GS synchronicity budget requirement” are also the same column  to be combined to one or the other

	Service area
	5GS synchronicity budget requirement

	5.3	Comment by Michael 05-05 Bahr (Siemens): put more information (# devices, service area)
Distributed Feeder Automation
	-
	54/km²
(see note 1)
78/km2 
(see note 2)
	-
	 several km²
	<10 µs

	5.12
Distribution Intelligence – FLISR
feeder automation aperiodic deterministic communication
and
High speed current differential protection periodic deterministic communication
	-
	≤ 100/km2
	-
	several km²
	≤ 10 µs

		Comment by Michael 05-05 Bahr (Siemens): No difference to previous line  combine


	
	
	
	
	

	5.19
Applications Using IEC 61850-9-2 Sampled Values
Smart Grid: Synchronicity between sync master and PMUs This range covers the extreme cases where the PTP clock in the end device uses 5G sync modem as direct time-source (1 µs)
The 5G sync modem acts as PTP GM or 5G sync modem provides PPS output to PTP GM at the top of the Ethernet based synchronization chain with up to 15 transparent clocks or 3 boundary clocks (250 ns).
	4
	Up to 100 UEs
	<250 ns-1 µs [7]
(see note1)
	< 20 km²
	-

	5.19
Applications Using IEC 61850-9-2 Sampled Values
Smart Grid:  Power system protection in digital substation with merging units, line differential protection and synchronization
	4a
	Up to 100 UEs
	<10-20 µs [64]
(see note3)
	< 20 km²
	

	5.19
Applications Using IEC 61850-9-2 Sampled Values
Smart Grid: Event reporting and Disturbance recording use-cases
	4b
	Up to 100 UEs
	<1 ms [64]
(see note 3)
	< 20 km²
	



	NOTE 1: When the distributed terminals are deployed along overhead line, about 54 terminals will be distributed along overhead lines in one square kilometre with the power load density is 20MW/km².
NOTE 2:When the distributed terminals are deployed in power distribution cabinets, and considering the power load density is 20MW/km², there are about 78 terminals in one square kilometer.
NOTE 3:The clock synchronicity requirement refers to the clock synchronicity budget for the 5G system, as described in Clause 5.19.6.1.




	
	
	
	
	
	
	

	

	
	
	
	
	
	


	




