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Abstract: It is suggested to clarify notes in section 5.5.6 and remove incomplete KPI values sourced from other existed section.

Discussion:

In SA1 93e meeting, the KPI table 5.5.1-1 has been introduced and tried to consolidate some of existed KPI values. It is appreciated for this work although there are some misunderstanding on the KPI values sourced from other existed sections.

This contribution is to remove incomplete KPI values sourced from other existed section and ask to clarify notes in section 5.5.6. 

	Service
	Bandwidth (kbit/s)
	Latency
	Availability (%)
	Density #customers/

km2
	Coverage
	Power supply backup [NOTE 1]

	Advanced metering infrastructure (AMI)

[NOTE 2]
	10-100
	2-15 sec
	99%-99.99%
	Minimum density 

0.00136

Average density

106.56371

Max Density

22937.78217
	TBD
	Not necessary

	Advanced Metering (5.2.6)
	UL: <2000
DL: <1000
	<100 ms fee control
<3000 
general data collection
	99.99%
	105
	
	-

	Distribution Automation (DA)

[NOTE 3]
	9.6-100
	100 ms – 2 sec
	99%-99.999%
	Concentrated rural

70.79562

Dispersed rural

Semi-urban

7.63437

Mandatory rural support

0.04765

Urban

11.02120
	TBD
	24-72 hours

	Demand Response (DR)
	14-100
	500 ms – several minutes
	99%-99.99%
	TBD
	TBD
	Not necessary

	Distributed Generation (DG)
	9.6-56
	20 ms – 5 min
	99%-99.99%
	TBD
	TBD
	1 hour

	
	
	
	
	
	


	


	Surveillance (5.14.5)
	3000-5000
	[NOTE 4]
	[NOTE 4]
	100/km2
	<40km

(city range)
	-

	NOTE 1: The Power supply backup KPI is provided for background information and a deployment issue.

NOTE 2: AMI referred to in this section is for 
remotely reading meters in real time. 
NOTE 3: DA referred to in this section uses a centralized architecture
. 
NOTE 4: The latency and availability of surveillance data can be compensated by local storage on-site. Therefore, no KPIs are given in the table.


Proposal:
---------- Begin Change ----------

5.5.6
Potential New Requirements needed to support the use case

Specific QoS for different services is included in this section as it clearly corresponds to needs by Smart Grid.

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	


Table 5.5.6-1: KPIs for Smart Energy Services

	Service
	Bandwidth (kbit/s)
	Latency
	Availability (%)
	Density #customers/

km2
	Coverage
	Power supply backup [NOTE 1]

	Advanced metering infrastructure (AMI)

[NOTE 2]
	10-100
	2-15 s
	99-99.99
	Minimum density 

0.00136

Average density

106.56371

Max Density

22937.78217
	TBD
	Not necessary

	Advanced Metering (5.2.6)
	UL: <2000
DL: <1000
	<100 ms fee control
<3000
 general data collection
	99.99
	105
	
	-

	Distribution Automation (DA)

[NOTE 3]
	9.6-100
	100 ms – 2 s
	99-99.999
	Concentrated rural

70.79562

Dispersed rural

Semi-urban

7.63437

Mandatory rural support

0.04765

Urban

11.02120
	TBD
	24 h-72 h

	Demand Response (DR)
	14-100
	500 ms – several minutes
	99-99.99
	TBD
	TBD
	Not necessary

	Distributed Generation (DG)
	9.6-56
	20 ms – 5 min
	99-99.99
	TBD
	TBD
	1 h

	
	
	
	
	
	


	


	Surveillance (5.14.5)
	3000-5000
	[NOTE 4]
	[NOTE 4]
	100
	<40 km

(city range)
	-

	NOTE 1:
The Power supply backup KPI is provided for background information and a deployment issue.

NOTE 2:
AMI referred to in this section is for remotely reading meters in real time 
NOTE 3:
DA referred to in this section uses a centralized architecture. 
NOTE 4:
The latency and availability of surveillance data can be compensated by local storage on-site. Therefore, no KPIs are given in the table.


These values are given in [1] cited from [2] and [3].

Editor’s Note: 
It is for further study whether these KPIs constitute new requirements or can be supported by the existing 5G system.

Smart Grid services specified by IEC generally are defined only at layer 7. This means there are no defined KPIs for lower layer implementation. These values are determined through measurements and analysis. The research is already some years old. The bandwidth requirements are known to be increasing with time, as more services are added and services are deployed more extensively.

[PR5.5.6-001]
The 5G system should support a KPI associated with the "stability of the connection with a PLMN associated with a subscriber" as a more specific KPI (although this can be part of Availability KPI.) This KPI shall be measured by the number of Service Availability Failure Events (where availability cannot be maintained as required) during a time period, as specified in the service level agreement.

Editor’s Note: Further potential new requirements to support the use case may be identified.

---------- End of Change ----------

Unit missing


To align with 5.2.6


The KPI requirements in 5.1 are scenario dependent and these values are not completed. It is suggested to using two KPI tables: one is periodic communication, and another is Aperiodic communication. Considering the consolidation work will be implemented during 94e, it is suggested to simply remove the incomplete KPI values in the table 5.5.6-1 and consolidate them directly into consolidate tables.


What is the meaning of more modest goals? They actually are different usage scenarios. It is suggested to revise it.


What is the definition of “centralized architecture” and “decentralized architecture”? Is it for network layer or application layer? What is the KPI impact considering the centralized architecture or decentralized architecture?


Unit missing


Remove empty row





