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Abstract:  This paper proposes the consolidated KPI requirements for AMMT TR 22.874. 

1. Introduction

The following potential requirements about KPIs for AMMT have been identified in the TR 22.874 v0.3.0. The corresponding consolidated potential requirements regarding KPI performance are proposed.

2. Text proposal for TR 22.874 v0.3.0
************************Change Starts************************
…
8
Consolidated Potential Requirements

8.x
KPI for AMMT services

Editor’s Note: 
This section summarizes the available KPI values from the various approved use cases based on v0.3.0. The KPI values in the tables may be corrected/modified aligned with the newly-added use-cases and the updates to the approved use-cases. 
In table 8.x-1, 8.x-2 and 8.x-3, only the subset of experienced data rate values which are agreeable for the expected 5G enhancements are captured from the use cases. 
· The agreeable upper bound for split AI/ML inference is [1.1Gbit/s] in DL and UL respectively.
· The agreeable upper bound for AI/ML model downloading is [1.1Gbit/s] in DL. The upper bound is [4Gbit/s] in DL if the downloading is only supported in hotspot coverage.
· The agreeable upper bound for Federated Learning is [1.1Gbit/s] in DL and UL respectively.
NOTE：It might be possible in the selection of members for the federated/distributed learning to prioritize users in good coverage areas. In that case, higher data rates can be possible.
Table 8.x-1 KPI Table of split AI/ML inference between UE and Network Server/Application function
	Uplink KPI
	Downlink KPI
	Remarks

	Max allowed UL end-to-end latency
	Experienced data rate
	Payload size
	Communication service availability
	Reliability
	Max allowed DL end-to-end latency
	Experienced data rate
	Payload size
	Reliability
	

	[CPR-001] 2ms
	[CPR-002] 1.08Gbit/s (see note 1)
	0.27MByte
	[CPR-003] 99.999 %
	[CPR-037] 99.9%
	
	
	
	[CPR-038] 99.999%
	Split AI/ML image recognition

	[CPR-004] [100ms]
	[CPR-005] [1.5Mbit/s]
	
	
	
	[CPR-006] [100ms]
	[CPR-007] [150] Mbit/s
	1.5MByte /frame
	
	Enhanced media recognition

	
	
	4.7Mbit/s
	
	
	[CPR-008]
12ms
	[CPR-009]
320Mbit/s
	40kByte
	
	Split control for robotics

	NOTE 1:
Only the values corresponding to AlexNet model is captured.
NOTE 2: 
Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.


Table 8.x-2 KPI Table of AI/ML model downloading
	Max allowed DL end-to-end latency
	Experienced data rate
(DL)
	Model size
	Communication service availability
	Reliability
	User density
	# of downloaded AI/ML models
	Remarks

	[CPR-010]
1s
	[CPR-011]
1.1Gbit/s
	138MByte
	[CPR-012] 99.999 %
	[CPR-039] 99.9% for data transmission of model weight factors; 99.999% for data transmission of model topology
	
	
	AI/ML model distribution for image recognition

	[CPR-013]
1s
	[CPR-014]
640Mbit/s
	80MByte
	[CPR-015] 99.999 %
	
	
	
	AI/ML model distribution for speech recognition

	[CPR-016]
1s
	[CPR-017]
512Mbit/s / [4Gbit/s]
(see note 1)
	< 64MByte / 500MByte
	
	
	
	Parallel download of up to 50 AI/ML models
	Real time media editing with on-board AI inference

	[CPR-018]
1s
	
	536MByte
	
	
	[CPR-019]
up to 5000~10000/km2 in an urban area
	
	AI model management as a Service

	[CPR-020]
[500ms]
	[CPR-021]
[100 Mbit/s]
	[40MByte]
	[CPR-022] 99.999 %
	
	
	
	AI/ML based Automotive Networked Systems

	[CPR-023]
[1s]
	
	 [500]MByte
	
	
	
	
	Shared AI/ML model monitoring

	[CPR-024]
3s
	[CPR-025]
450Mbit/s
	[CPR-026]
170MByte
	
	
	
	
	Media quality enhancement

	NOTE 1:
512Mbit/s concerns AI/ML models having a size below 64 MB. 4Gbit/s concerns AI/ML models having a size below 500 MB where the model downloading is only supported in hotspot coverage.
NOTE 2: 
Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.


Table 8.x-3 KPI Table of Federated Learning between UE and Network Server/Application function
	Max allowed DL or UL end-to-end latency
	DL experienced data rate
	UL experienced data rate
	DL packet size
	UL packet size
	Communication service availability
	Remarks

	[CPR-027]
[1]s
	[CPR-028]
1.0Gbit/s
	[CPR-029]
1.0Gbit/s
	132MByte
	132MByte
	
	Uncompressed Federated Learning for image recognition

	[CPR-030]
[1s]
	[CPR-031]

80.88Mbit/s
	[CPR-032]
80.88Mbit/s

	10Mbyte
	10Mbyte
	[CPR-033]
[99.9%]
	Compressed Federated Learning for image/video processing

	[CPR-034]
[1s]
	[CPR-035]
[1.1Gbit/s]
	[CPR-036]
[500Mbit/s]
	10MByte
	10MByte
	
	Data Transfer Disturbance in Multi-agent multi-device ML Operations
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