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Abstract: <provide a short description of the content>

---------- Use Case template ----------
5.x
Living Room Multi-Modality Interaction System
5.x.1
Description

A multi-modality interaction system in living room can be the center of a family. It has several sensors (e.g., cameras, microphones…) to receive commands from its owner to arrange every family member’s daily life. The sensors detect multi-modality commands from its owner, and then transmit multi-modality inputs to different servers. 
Servers analyze multi-modality inputs to recognize user’s identity and intent, e.g., with AI mechanism. The best result of AI inference can be achieved based on all modalities of the inputs. Hence, all of the sensors are expected to connect to the servers for interactive application at the same time with the required QoS. 
The robustness of the multi-modality outputs, i.e., the Multi-modality Data, depends on the availability and the quality of the Multi-modality inputs. However, in a resource restricted environment, e.g., mobile network, it is hard to guarantee that the multi-modality servers can always acquire all the inputs with the requested QoS. For the cases where some low priority inputs are not available or the high priority inputs are provided with reduced QoS, the multi-modality services can still generate the Multi-modality Data, as long as it is acceptable. 
In this use case, Alice gets home from her vocation, call her assistant and arrange her life. 
5.x.2
Pre-conditions

A multi-modality interaction system consisting of following parts, each of them has 5G capability.
· One 8K video camera: captures details of people’s movements, faces and other characteristics.
· One depth camera: assists 8K camera to recognize people’s movements and identities.
· Two microphones: detect the position of voice.
· One TV with a soundbox
· One Lamp which is an IoT

Servers involved in this scenario:

· Biological recognition server: recognizes the identity of a member

· Multi-modality interaction server: recognizes the intent of the speaker and feeds back
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Figure 1: parts of multi-modality interaction system
5.x.3
Service Flows

Alice gets back home from her vocation. All of the 5G capable sensors have disconnected to the servers.
She calls the digital assistant: “Hi, XiaoAi”. 

And then she points to the lamp and gives out the orders:
“Switch on this lamp. 

Setup an alarm clock at 9 tonight. 

I want to watch the movie from last night.”
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Figure1: Alice gets back home and gives out the orders

A microphone is awakened by “XiaoAi” and request the 5G system to establish connecting to the servers. All of the sensors (i.e., 2 microphones, video camera and depth camera) connect to biological recognition server (BRS) and multi-modality interaction server (MIS) via 5G system. 
Multi-modality data is transmitted to BRS and MIS.
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Figure2: sensors connect and transmit multi-modality data to MIS and BRS
BRS analyses the face characteristic from the 8K video, the 3D shape of Alice from the depth video and the voice characteristic from the audio with AI. And then BRS recognize Alice’s identity and tell the information to MIS. 
MIS analyses the lips’ movements from the 8K video and the voice from the audio with AI. And then MIS recognize the text in the voice. MIS analyses the body movements from the 8K video and the depth video to know which lamp is pointed at. 
BRS and MIS both use AI to recognize user’s identity and intent. The complementarity of multi-modality data can improve the robustness of AI results. Under the guarantee of 5G multi-modality QoS, a set of multi-modality data satisfies the requirement of AI robustness.
MIS gets the identity of Alice from BRS, so it knows which movie Alice wants to see and whose phone an alarm clock need to be set up.
MIS remotely control TV, lamp and Alice’s cellphone via 5G network.
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Figure3: MIS remote TV, lamp and Alice’s cellphone via 5G network
At a point of time, there’s network congestion. To ensure the service can still be conducted, the connection of the depth camera is on hold and the quality of the 8K video camera is reduced. When the network status gets better, the quality of the 8K video camera is improved and the connection of the depth camera is resumed.
5.x.4
Post-conditions

The right lamp is switched on.

An alarm clock is set up at 9 o’clock.
The TV play the movie where it was suspended yesterday.
5.x.5
Existing features partly or fully covering the use case functionality
< Highlight existing features in the existing set of normative specifications that partly or fully cover this use case.>
5.x.6
Potential New Requirements needed to support the use case
The 5G system shall be able to support a group of UEs subject to the same multi-modality service to establish connections to one or multiple servers probably at the same time.
The 5G system shall be able to support a group of UEs subject to the same multi-modality service to establish, modify and terminate connections to one or multiple servers based on multi-modality QoS.
The 5G system shall be able to support updating the QoS of a group of UEs subject to the same multi-modality service based on multi-modality QoS.

The 5G system shall be able to allow the application servers to provide the requested multi-modality QoS.

The 5G system shall be able to support the subscription of multi-modality service for multiple UEs.
