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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

The present document studies new scenarios (e.g. AR/VR communication) for IMS Multimedia Telephony service, identifies potential service requirements, and identifies additional potential requirements on 5G system.
This document also does a gap analysis to existing requirements in 3GPP to identify potential requirements for introduction into 3GPP.
NOTE:
Use cases in this document have references to those already specified in 3GPP TR26.918 and TR26.928. This allows an easier breakdown of these use cases to existing features and potential new requirements as well as relevant performance figures. New use cases in this TR are highlighted  if they are not covered in 3GPP SA4 work.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

It is preferred that the reference to 21.905 be the first in the list.

3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Overview

[Editor’s Note: This clause provides a high-level overview of the feature that includes:

- description of feature

- benefit(s) the feature provide to the operator, end user, etc

- any other (background) information that helps the reader understand the feature

]

5
Use cases
5.1
Conference call with AR holography

5.1.1
Description

International companies have offices all over the world. The staffs of the company may have conference calls very often. If AR holography can be applied in the conference call, and AR holography data can be transmitted in the conference call session, all the staffs can feel the expression and action of the other parties, or even communicate with each other through body gestures. It just feels like having face-to-face meeting at the same location. It can really improve the immersive experience of the conference.
5.1.2
Pre-conditions

User A, user B and user C are the staffs of the same company but in different location. They always have to discuss their product schemes through conference call. Each of their own office has AR holography camera.

5.1.3
Service Flows

1. User A, user B and user C plan to have a conference call to discuss the latest product scheme.
2. Each of them goes to their own office in which there is an AR holography camera.
3. When meeting begins, they all initiate the AR holography camera. The AR cameras scan their whole bodies, then have the data processed in a dedicated device to build up the models of themselves.
4. All the AR holography data and audio/video will be uploaded to the IMS Application Server. The Application Server makes media processing, including synchronizing AR holography data and audio/video, AR rending, etc.
5. After media processing , the IMS Application Server will distribute AR holography data to each end user’s AR glasses and distribute audio to their smartphones in the conference call.
6. When people who’s in the conference call pick up their AR glasses, they can see the AR holography images of the other parties and hear their sound from the smartphone.. The images can be updated in real time when conference call is processing.
5.1.4
Post-conditions

People in the IMS conference call can see the action and expression of the other parties. They can present the product with their body gestures. They can communicate and interact with each other (e.g., shaking hands, etc.). It just feels like having face-to-face meeting at that moment.

5.1.5
Existing features partly or fully covering the use case functionality

Part of  requirements for AR is covered in TR22.823 already.
5.1.6
Potential New Requirements needed to support the use case
The MMTEL service shall support the same MMTEL session to be split and delivered to/from different devices.

Editor’s note: It should be verified that the requirements are indeed new.
The MMTEL service shall support synchronization between media/data streams belonging to the same MMTEL session.
5.2
Real-time speech recognition
5.2.1
Description

People may need to communicate with others speaking different languages.  With AI technology(e.g. Skype translator), it is possible to provide instantaneous voice translation for the calling parties in a call and further perform speech-to- text for the translated voice. 

5.2.2
Pre-conditions

User A and user B speak different languages. 
5.2.3
Service Flows
1. User A makes an audio or video call to user B.

2. User B’s voice is recognized and translated to user A’s chosen language and the translation will be shown as texts or subtitles on user A’s smartphone screen during the call.

3. User A’s voice is recognized and translated to user B’s chosen language and the translation will be shown as texts or subtitles on user B’s smartphone screen during the call.
4. User A and user B are able to communicate in their native languages.

5.2.4
Post-conditions

User A and user B can see the translated texts on their screens synchronized with the voice and video.
5.2.5
Existing features partly or fully covering the use case functionality
None identified.
5.2.6
Potential New Requirements needed to support the use case
The IMS Multimedia Telephony service shall support adding translation services to a MMTEL call.
NOTE :     Based on operator’s policy, regional privacy regulation and user consent on privacy, users may be informed that a translation service is used.

NOTE :    Translation service is out of 3GPP scope.
The IMS Multimedia Telephony service shall support synchronization of real-time text and voice/video media in a call.

5.3
AR call
5.3.1
Description

This use case focuses on the multimedia call, equipped with AR to enrich the user experience and to be more helpful for users. AR call can be used in many areas like: person-to-person communication, emergency call, remote cooperation, and consumer-to-business call.
Take remote cooperation supporting AR as an example, when local technicians have some difficulty in repairing consumers’ cars, they can cooperate with the remote engineer of technical support department via multimedia telephony communication supporting AR. When making the AR call, UEs produce some data needed to perform rendering computing, all or part of which is done in the cloud/edge severs in this use case.
The car technician makes a video call with the remote engineer to get more support. The technician can capture the car parts as video contents and mark possible points of failure in-call, in order to enable remote engineer to understand the problem. During the discussion, both parties can modify the video contents about the car in-call via their UEs, such as marking graphics and overlaying AR models. At the same time, both parties can receive the updated video contents in real time with the continuous modification. It looks like that the remote engineer is beside the technician, discusses and solves the problems together. AR call provides a solution which is less time-consuming and less costly.
5.3.2
Pre-conditions

User A is a local technician in a car repair shop and user B is a remote engineer arranged by the technical support department. 
5.3.3
Service Flows
1. User A has some difficulty in repairing consumer’s cars and hopes to get help from the technical support department by phone.

2. User A makes a video call to user B, then he captures the car being repaired using his phone camera during the call.
3. User A further turns on the AR call function and marks possible points of failure to the captured video contents.
4. The AR data are produced within user A’s UE and these data are sent to the AR cloud/edge server. The cloud server perform media processing(e.g. AR rendering, synchronizing multiple media streams) and produce multimedia. The multimedia is sent to user B’s UE.
5. User B sees the captured video contents related to the car being repaired with user A’s marks via user B’s call screen.
6. In order to demonstrate the repairing procedures, user B deletes user A’s marks and overlays AR models to the video contents captured by user A.
7. User A can see the virtual demonstration, and follows the instructions step by step.
8. User A and user B are sure that the problem is solved, and then hang up the video call.
5.3.4
Post-conditions

Both User A and User B can see and modify the marks and AR models on their respectively in-call screen. User A can cooperate with the remote engineer to repair the car well.
5.3.5
Existing features partly or fully covering the use case functionality

Traditional video call is fully covered by existing IMS functionalities.
Part of requirements for AR is covered in TR22.823 already.
5.3.6
Potential New Requirements needed to support the use case

The IMS multimedia telephony service shall support AR media processing(e.g. MRFC and MRFP).

The IMS multimedia telephony service shall support service interfaces to use Edge Application.
5.4
Real-time screen sharing
5.4.1
Description

This use case is about the real-time screen sharing experience in a video call or a video conference. During a video call or a video conference, you can not only view real-time information on each other's screens but also directly perform “hands-on” operations on the shared screen. You can explain to other participants on the shared screen with doodles in real-time as if you were having a face-to-face white-board discussion. For example, you can remotely attend a customer meeting and present the solution to the customers via the shared mobile screen. In addition, you can also mark the key points on the slides displayed on the shared screen.

With the support of IMS network that has been enhanced for the mobile screen sharing, the UE captures the screenshots and sends the data to the IMS network. The IMS network transfers the data to all other parties. After receiving the data, the receiving UEs can adapt the screen resolution and display the data clearly.

5.4.2
Pre-conditions
Mr. Anderson is having a multi-party video call with his son Mike and daughter Joan, asking for instructions on how to purchase tickets on the airline website.

All UEs (smart phones, tablets) used in this call are able to capture screenshots, which may have subscriptions with different MNOs.

5.4.3
Service Flows
1. Mr. Anderson initiates a video call, inviting his son Mike and his daughter Joan to the call, and asking them for help to purchase tickets online. 

2. Mike asks if he could share his mobile screen to show his old father step by step. Mr. Anderson then “requests” Mike to share his mobile screen. 
3. Mike accepts the request and starts mobile screen sharing. 

4. Mike browses the airline website, selects an itinerary, and purchases a ticket. His smart phone, meanwhile collects the screenshots and sends the data to the IMS network. 

5. The smart phones of Mr. Anderson and Joan receive the screen sharing data and display the data locally. 
5.4.4
Post-conditions
Both Mr. Anderson and Joan can view the online ticket purchase process on Mike’s screen by using the screen-sharing function.

5.4.5
Existing features partly or fully covering the use case functionality
The related existing requirements can be found in TS 22.173 “Multimedia Telephony Service and supplementary services”:

IMS Multimedia Telephony service includes the following standardized media capabilities:
-
Full duplex speech;

-
Real time video (simplex, full duplex), synchronized with speech if present;

-
Real-Time Text communication;

-
File transfer;

-
Video clip sharing, picture sharing, audio clip sharing. Transferred files may be displayed/replayed on receiving terminal for specified file formats

-
Fax;

-
Data (CS).

The support of each of these media capabilities is optional for a UE.

Real-time screen-sharing is similar to capture a sequence of screenshots and transfer them in real-time and on the receiving party display the screenshots in the right order in real-time. 
5.4.6
Potential New Requirements needed to support the use case

The IMS network shall allow a user participating in a conference to deliver to all other participants simultaneously a sequence of files in real-time.

Editor’s note: It is TBD on the use of “IMS Network” versus “MMTEL service”. Note that the goal was not to define an MMTEL service in 3GPP but to focus on use cases that (when implemented as an operator service with IMS) require 3GPP downstream groups to add additional IMS capabilities. So not sure what is best. 
6
Additional considerations
 
[Editor’s note: Add sub-clauses as needed. Text to be provided.]

7
Consolidated potential requirements
 
[Editor’s note: Text to be provided.]
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