3GPP TSG-SA WG1 #92-e 
S1-204153
Electronic Meeting, 11-20 November 2020

Title:
Updates to AMMT use case –Split control for robotics
Agenda Item:
7.4.1
Source:
OPPO
Contact:
Jia SHEN, sj@oppo.com 

Abstract:  this doc proposes updates to existing features and new requirements in Section 5.4.5 and 5.4.6 for split control for robotics use case of AMMT. 
Proposed updates:
· Add Existing features partly or fully covering the use case functionality.
· Add Potential New Requirements, and KPI values based on the investigation on traffic pattern of split control operation.
************************Change Starts************************
5.4
Split control for robotics
5.4.1
Description

Mobile robots have been playing an increasingly important role in some scenarios, e.g. warehouse, disaster rescue and smart factories [5], thanks to their high mobility. The mobile robots need to work in an ever-changing environment, hence need to perform fast and reliable sensing, planning and controlling. If the corresponding computation is performed on board in the robot, it will require intensive computations which lead to increased requirements of computation capabilities and power consumption. However, a light-weight form factor is always a requirement to the mobile robots working in the real-world environment, which prevents the robots to be equiped with a large number of CPU/GPU units and large-capacity batteries. As the example provided in [17], ANYmal, one of the most advanced commercially available quadruped robot, carries 3kg of batteries of about 650Wh energy, while the high-end GPU Nvidia Titan X consumes more than 250W of power, significantly impacting battery life if such computational power was embedded on the robot.

Offloading computations from robots to the cloud has been studied in many references [16]. Meanwhile relying on either data or code from a network to support the robot’s operation, the designers of autonomous mobile robots have to consider the scenarios where the robots must include capacity of local processing for low-latency responses during periods when network access quality is varying worse. 
The resulting system is different from the fully remote-controlled robot system described in [5], in which the planning and controlling are carried out by cloud computing, and the robots only reports the sensing data (incl. video), and receives the control commands. Since the complete cloud computing can hardly meet the latency requirement of the ms-level feedback control loop of some types of mobile robots, e.g. legged robots, the split control of mobile robots is an agreeable solution in this case.
[17] introduces a robot whole-body balance control split over 5G network. The AI inference for the controlling can be split between the robot and the cloud server: As shown in Figure 5.4.1-1, the part which is complex but less susceptible to delays is offloaded to the remote computation in the cloud or edge control server. The low-complexity part which contains the error feedback terms and is latency-critical can be efficiently done by the local computation in the robot. If the robot fails to receive the optimal control from “remote control part” from the cloud/edge control server due to communication delays or packet loss, it can approximate the “remote control part” using pre-computed feedback matrices received previously. And in certain duration, the approximation will still enable the robot to perform feedback control for the tasks approximately and ensure that the robot can still operate.
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Figure 5.4.1-1. Split control of leggered robot over 5G network
The results in [17] show that, in case the robot is completely controlled by a cloud server, the robot cannot finish the walking task if the round-trip latency is larger than 3ms (from sending sensing data to receiving control commands, including processing at cloud/edge). Due to delayed control commands, the robot would fall down (as shown in Figure 5.4.1-2 (a)). However, if the split control is employed, a worse-case 25ms round-trip latency can be sustained, and the robot can still perform the walking task (as shown in Figure 5.4.1-2 (b)). 
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(a) 5G remote control without local control   (b) 5G remote control with local control at robot
Figure 5.4.1-2. Simulated performance of robot whole-body balance control over 5G network with 25ms round-trip latency
5.4.2
Pre-conditions

The involved AI/ML endpoints (e.g. UE (robot), AI/ML cloud/edge server) run applications providing the capability of AI/ML model inference for robot control task, and support the split robot control operation.
The 5G system has the ability to provide 5G network related information to the AI/ML server.
5.4.3
Service Flows

1) The UE (robot) is connected with the cloud/edge control server via 5G network. 
2) The split of the control operations on robot side and cloud/edge control server side for the robot control task is determined by the robot or the network. 
3) Under the determined split mode and split point, the robot performs the local control computation based on the collected sensing data, and sends the sensing data to the cloud/edge control server. The cloud/edge control server performs the remote control computation, and feeds the outputs back to the robot.
4) The robot controls its motion jointly based on the outputs of local and remote control computations. 
5) Start with Step 3) with more control operations, until the robot control task is terminated.
5.4.4
Post-conditions

The robot receives the control from local and remote with required accuracy and latency, so to finish the moving tasks, e.g. balance task and walking task.
The robot control task can be completed under the available computation and energy resource of the robot. And the consumed the computation, communication and energy resources over the AI/ML endpoints are optimized.
5.4.5
Existing features partly or fully covering the use case functionality
It should be noticed that the data rates required by this use case are user experienced data rates, not peak data rates (legacy 5G NR supports 20Gbps DL peak data rate). In [4], 100Mbps DL experienced data rate is required in 95% coverage. According to the self evaluation results in [6], 5G NR can provide up to 144.34 DL user experienced data rate in 95% coverage. The experienced data rate is defined as the achievable data rate in 95% network coverage. The data rate performance of legacy 5G NR system cannot meet the requirement of this use case. 

5.4.6
Potential New Requirements needed to support the use case

If everything is done on the edge part, the robot needs to send 592B sensing data per control cycle (every millisecond) and receive 200B per control cycle from the “remote controller”, which leads to a UL data rate of 4.7Mbps and a DL data rate of 1.6Mbps.  However maximum communication latency is limited to 3ms. If the splitting strategy is followed, downloading the “remote control part” from the cloud/edge control server requires downloading a 40kB data burst per control cycle (every millisecond) as more information is needed to ensure the local controller can take over in case of unexpected latencies, which leads to a DL data rate of 320Mbps. In that case, a worst-case latency of 25ms can be tolerated between each control cycle.
This implies a trade-off between DL data rate and latency: Compared with the full control at edge, the split control mode requires a higher DL data rate, but relaxes the stringent latency requirement. Different from the traditional URLLC services requiring continuous coverage of 5G network which can only be provided with FR1 spectrum, for a 5G operator with FR2 spectrum, the split control for robotics can be offloaded to the 5G mmWave network with non-continuous coverage.
5.4.6.1
Potential KPI Requirements

The potential KPI requirements needed to support the use case include:

[P.R.5.4-001] The 5G system shall support the functionality to enable “Remote control part” downloading for split control for robotics with latency as given in Table 5.4.6.1-1 (corresponding size of “Remote control part” is also listed in the table).
[P.R.5.4-002] The 5G system shall support the functionality to enable “Remote control part” downloading for split control for robotics with DL data rate as given in Table 5.4.6.1-1 (corresponding size of “Remote control part” is also listed in the table).
[P.R.5.4-003] The 5G system shall support the functionality to enable “Remote control part” downloading for split control for robotics with communication service availability not lower than 99.999 %.
Table 5.4.6.1-1: Data rate and latency requirements for robotic control
	Control mode
	UL data rate for sensing data uploading
	Size of “Remote control part”
	DL data rate for “Remote control part” downloading
	Required latency for “Remote control part” downloading

	Full control at edge
	4.7Mbps
	200Bytes
	1.6Mbps
	3ms

	Split control
	4.7Mbps
	40kBytes
	320Mbps
	25ms
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