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Abstract: This document proposes a use case and related potential requirements to be included in FS_MMTELin5G TR 22.873.
---------- Use Case template ----------
5.X
AR call
5.X.1
Description

This use case focuses on the multimedia call, equipped with AR to enrich the user experience and to be more helpful for users. AR call can be used in many areas like: person-to-person communication, emergency call, remote cooperation, and consumer-to-business call.
Take remote cooperation supporting AR as an example, when local technicians have some difficulty in repairing consumers’ cars, they can cooperate with the remote engineer of technical support department via multimedia telephony communication supporting AR. When making the AR call, UEs produce some data needed to perform rendering computing, all or part of which is done in the cloud/edge severs in this use case.
The car technician makes a video call with the remote engineer to get more support. The technician can capture the car parts as video contents and mark possible points of failure in-call, in order to enable remote engineer to understand the problem. During the discussion, both parties can modify the video contents about the car in-call via their UEs, such as marking graphics and overlaying AR models. At the same time, both parties can receive the updated video contents in real time with the continuous modification. It looks like that the remote engineer is beside the technician, discusses and solves the problems together. AR call provides a solution which is less time-consuming and less costly.
5.x.2
Pre-conditions

User A is a local technician in a car repair shop and user B is a remote engineer arranged by the technical support department. 
5.x.3
Service Flows
1. User A has some difficulty in repairing consumer’s cars and hopes to get help from the technical support department by phone.

2. User A makes a video call to user B, then he captures the car being repaired using his phone camera during the call.
3. User A further turns on the AR call function and marks possible points of failure to the captured video contents.
4. The AR data are produced within user A’s UE and these data are sent to the AR cloud/edge server. The cloud server perform media processing(e.g. AR rendering, synchronizing multiple media streams) and produce multimedia. The multimedia is sent to user B’s UE.
5. User B sees the captured video contents related to the car being repaired with user A’s marks via user B’s call screen.
6. In order to demonstrate the repairing procedures, user B deletes user A’s marks and overlays AR models to the video contents captured by user A.
7. User A can see the virtual demonstration, and follows the instructions step by step.
8. User A and user B are sure that the problem is solved, and then hang up the video call.
5.x.4
Post-conditions

Both User A and User B can see and modify the marks and AR models on their respectively in-call screen. User A can cooperate with the remote engineer to repair the car well.
5.x.5
Existing features partly or fully covering the use case functionality

Traditional video call is fully covered by existing IMS functionalities.
Part of  requirements for AR is covered in TR22.823 already.
5.x.6
Potential New Requirements needed to support the use case

The IMS multimedia telephony service shall support synchronization between originating and terminating party’s data which is produced to modify audio/video streams during the session (e.g. AR model data).

The IMS multimedia telephony service shall support AR media processing(e.g. MRFC and MRFP).

The IMS multimedia telephony service shall support service interfaces to use Edge Application.
