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5.x.
Autonomous Train Control and Operation
5.x.1
Description

In legacy train control systems, trains typically decide its movement by interacting with trackside devices 




(e.g. track circuits, balise, radio block system) or communicating with a trackside server. If a train can autonomously figure out the positions of the nearby trains and decide its movement authority, the transport capacity of the railway will be enhanced. In the autonomous train control system whose service concept is aligned to the eV2X service, trains share its position by exchanging the information without any centralized server, and each train decides how far it can be authorized to move based on the position information. It is expected that main application area will be mass transportation such as subway.
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Figure 5.x.1‑1 An example of autonomous train control scenario





5.x.2
Pre-conditions

1. Trains know the overall schedule, and the user equipment of each train is connected to the user equipment of the other trains operating at the same time



.

2. A user equipment of each train is able to establish a connection with the object controller for the nearby point machine




.
5.x.3
Service Flows

1. A train gets started and try registration 




to the currently operating trains



. The registration message includes the position 




of the train


.

2. The train gets the responses of the registration from the other trains and estimates the positions of the trains.

3. The train decides its movement authority based on the position information and starts moving.

4. The train positions in the corresponding areas are shared through multicasting.





5. Based on the periodically updated information, each train updates its movement authority and conduct train control based on it.

6. If needed


, the train connects to the nearby point machine and sends switch command.
5.x.4
Post-conditions

The autonomous train control is achieved by activating movement authority for each train or activating object controller for nearby point machine.
5.x.5
Existing features partly or fully covering the use case functionality
The potential new requirement in the followings have been considered only in TR 22.989 V18.0.0.
5.x.6
Potential New Requirements needed to support the use case
5.x.6.1
Requirements related to the Service layer

[PR 5.x.6.1-1] The FRMCS System shall provide a reliable 




mechanism to discover 







feasible objects 


for point machine in a off-network.




5.x.6.2
Requirements related to the Transport layer




[PR 5.x.6.2-1] The 3GPP network shall provide an efficient and reliable way to disseminate data 


to multiple FRMCS UEs for train control in a off-network.



[PR 5.x.6.2-2] The 3GPP network shall be able to multicast train control data originated from one FRMCS UE to the other FRMCS UE in a off-network.



�ATO means more than Movement Authority. All the tasks assigned to a train driver shall be supported.


Please refer to UC #15 in FU � HYPERLINK "https://uic.org/spip.php?action=telecharger&arg=3056" �https://uic.org/spip.php?action=telecharger&arg=3056�





�I appreciate your sincere comments. I fully agree with the fact that the ATO means more than movement authority. This use case focuses on the movement authority among several aspects.


�As railways may have different interpretations of ATO, could you please propose a new title for this use case? 


ATO is considered by UIC and Railways as a non-safety related system, whereas ATP/ATC is. 


�Well, the contents of our contribution are regarding autonomous train control and operation. Instead, I can specify the title by adding a paraphrase ‘: Moving authority perspective’. In my opinion, that is my suggestion preserving my original intention.


�For next meeting, I may review your contribution based on UIC members comments (users’ perspective). So let’s keep your original intention and let’s see if changes are needed in next meeting. Thank you


�On the scenario, the “brain” is not located in a central server anymore (now onboard). Communications between trains are not direct communications. Communications pass through a network (mesh network?). Correct?


FYI Off-network = no network coverage or backup solution.


�Here, the point is that the ‘brain’ is located in the train so that ATP is not needed anymore. The communication between the two trains is not limited to direct communications. If the latency requirement is satisfied, any communications would be fine.


�The figure 5.x.1-1 mentions antennas implemented on top of the tunnel. It is confusing.


�The illustration shows the direction of transmitted data regarding moving authority. Thus, it enhances the understanding. I hope that the figure will be unchanged.


�I have no concern with the direction of data with blue and red arrows.


I have concerns with the 4 antennas/hotspots located on top of the figure (like a mesh network).


It is confusing if communications go through these antennas/mesh network or via direct communications between UEs.


Could you please clarify this in the figure?


�All trains on the transport network? 


All trains on the line?


All trains in proximity?


This will have impact on communication range.


Except if the procedure is on-network?





�There can be many sophisticated assumptions as pre-conditions. The point is that all trains are connected on the communication network. In a practical sense, on-network assumption because the off-network has an inherent limitation in the sense of the communication coverage.


�Could you please clarify in the text because we can consider as a pre-condition that all trains in a country/continent should be connected (as we provide interoperability across countries)?��


�Could you please answer to this question for clarification?


�Trackside element (i.e. stationary)?


�Yes, it is a trackside element for controlling point machine.


�Could you please clarify in the text that it is a trackside element?


�Okay, I will clarity it. Thank you.


�OK


�Two-way registration process?


�Whether the registration process is two-way or not is an implementation issue. Here, the point is that all the trains get the position of the train via registration.


�Whether it is an implementation or spec option, you should clarify what does the registration process means e.g. every trains positions are known before running.


�I complemented the sentence by considering your opinion. Thank you.


�OK


�All trains on the transport network? 


All trains on the line?


All trains in proximity?


This will have impact on communication range.


Except if the procedure is on-network?


�The point is that all trains are connected on the communication network. In a practical sense, on-network assumption because the off-network has an inherent limitation in the sense of the communication coverage.


�Could you please clarify what does “all trains” mean? In Europe, “all trains” means all trains running in the trans-European network i.e. 200k trains/day.


�Could you please answer to this question for clarification?


�Could you clarify position sources?


�Conventional way of the position is via track circuit, balise, Taco-meter, and so on. Here, the position sources are not limited to those things. It is also an implementation issue. Thus, I won’t specify the concrete position sources.


�My concern was if you need position information from 3GPP? If yes, you need to specify positioning accuracy, etc.


�Regarding train position, I will prepare for another contribution. In this contribution, I assume that the position information is available.


�OK


�Positions of all trains are exchanged?


�Via several positioning and transmission techniques, all trains get the location information of the other trains. Exchanging is one way of implementing it.


�OK


�Could you clarify the process (e.g. periodic update/configurable timer, broadcast messages)?


�Regarding train position, the periodic update would be appropriate way. A configurable timer would be useful for safety and reliability. For communication efficiency, broadcasting is also useful way. Here, the description is for deriving functional or performance requirements. The specific clarification is not needed for deriving the requirements. That’s why I did not describe the service flows more specifically. Please consider my intention behind the description.


�I clearly think that details are required to clarify your intention.


�As you know, this contribution is to consider off-network requirements. In the contribution, the contents for the service flow is to validate the necessity of the new requirements. The details is not needed for supporting the necessity of our requirements. However, I will complement the corresponding sentence by admiring your suggestion.


�OK


�What are the reasons?


�This corresponds to the case where the train changes the original on-going line into another line via switching command, which is achieved by activating point machine.


�OK, could you then change “if needed” by “when needed”?


�Could you please add “reliability” figures in the requirements related to the transport layer?


�I already added ‘reliability’ requirement in the requirement of [PR5.x.6.2-1]. The figure itself is not of interest here. The transmission way for guaranteeing the reliable transmission is of intereset. If you suggest the reliability figure, I will consider it in the requirement. I open to your opinion.


�We usually used reliability requirement with figures as defined in TS 22.289 sub-clause 3.1.


�The figure itself of the reliability is not important here. I am interested in the reliable mechanism. Please consider my intention.


�Based on reliability figures, the downstream groups will work on mechanism to provide such figures. Otherwise, they may interpret this differently. But let’s keep “reliable mechanism” and see what will happen.


�Discovery is only applicable to “feasible objects for point machine” and not for surrounding trains?


�Here, main application of off-network is for seeking feasible object machine but is not limited to. For surrounding trains, they are already connected to communication networks.


�It is not clear in the service flows that off-net is limited to “feasible objects for point machine”. Could you please clarify it?


Other point:


Trackside elements are fixed objects, correct? Why don’t you connect these trackside elements to UEs connected to the network instead of using off-net?





�This use case is for using off-network for a point machine. For considering user case for using off-network for trains, it is about another use case. For the second comment, it is due to the latency issue. The latency of the off-network is basically less than the on-network.


�Thank you for your clarification. OK


�Is discovery a real-time mechanism?


�Yes, it is a real-time mechanism basically. However, the object machine is deployed in advance. Thus, more reliable and real-time machine would be feasible.


�OK


�What do you mean by “feasible” objects?


�There is no particular meaning of ‘feasible’. For discovering object machine, discovery process is needed in the off-network. Since there is a possibility (close to 0) of failing in discovering the object machine. I used the term ‘feasible’. For escaping a misleading, I will remove the term.


�Thank you. That’s why reliability shall be required with figure e.g. 99,999%


�This requirement is not addressed in the service flows. Please add it to clarify the requirement.


�The requirement of [PR 5.x.6.1-1] corresponds to the service flow of 6. Please consider it.


�When you read the service flows, it is unclear that only service flow 6 is addressed by the requirements. This need to be clarified.


�I clarified the service flow 6 corresponding to [PR 5.x.6.1-1]. Thank you.


�Could you please summarise traffic characteristics/performance requirements for ATC/ATO in a table?


�For now, the autonomous train control is under research & development. I have no specific figures for ATC/ATO performance requirements. That’s way I focus on the mechanism and transmission way. Please consider this situation.


�Could you please add a table on traffic characteristics in the Transport layer section without any values, just the template, and precise “To be defined/TBD”?


�I fully support that you would like to prepare another contribution for the traffic characteristic table. My proposal is to add an editor’s note (a note from the author – you – proposing that traffic characteristics are for further study) that will be removed when your contribution is prepared and agreed.


�Should ATO support video communications between trains?


�Here, the data is no video data. It is a data. Mission critical services include voice, data, and video. Here, the data is different from the video.


�Ok


�This requirement should be at the service layer.


�OK, I will move the requirement to 5.x.6.1. Thank you.


�OK


�I do not understand the concept of UE-to-UE communication via multicast. Please clarify.


�In the 3GPP off-network, the UE to UE direct communication is achieved by broadcast/multicast. I will complement the requirement for more understaning.


�Ok thank you
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