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7.x
Federated learning under operator network organization
7.x.1
Description
Federated Learning (FL) can be used to train AI/ML models. Nowadays, there is a requirement to organize a group of mobile terminals to train an AI/ML model, such requirement can be applied to image recognition, image/video processing, etc.
In Federated Learning mode, a real-time iterative Federated Learning procedure is needed, where the cloud server need to gather all member’s computation result (e.g., gradient) before distributing an updated training model for next round iteration. Thus the network transmission capacity is critical for completing the FL work. To achieve this, the network needs to guarantee a fixed number of mobile devices for a required QoS meanwhile the mobile devices in the group can be changed based on device’s wireless condition.
As illustrated in fig.1 below, the group member for FL can be changed for each iteration based on the unstable wireless condition and UE mobility. Since the adjustment of group member for FL is highly depending on the network and only operator is well aware of network situation, the 3rd party needs to ask operator for help for real time FL otherwise the FL may fail because 3rd party cannot manage the network. In this use case, operator’s cloud resource can be used to undertake training tasks for 3rd party, specifically 3rd party offers the AI/ML model for FL and receives trained AI/ML model from operator’s network. 
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7.x.2
Pre-conditions
The UE runs an application providing the capability of Federated Learning (FL).
The FL server in operator’s cloud resource (e.g. an EC server in Edge Hosting Environment) is capable to aggregate the interim training results from the federated UE, form the global model, and distribute the global model for training in the next iteration.
The FL server in operator’s cloud resource has the ability to receive AI/ML model for FL provided by 3rd party and return the trained Model when FL is completed.
The 5G system has the ability to provide a connection with proper QoS parameters such as Guaranteed Bit Rate, packet loss, and latency which can fulfil the requirement for gradient uploading and AL/ML model downloading.

7.x.3
Service Flows
1)  A 3rd party provides an AI/ML model and request operator’s network to perform a real time FL using this model;
2)  Based on SLA, the FL server in operator’s cloud performs the FL under a coverage of a base station. The FL server determines to select 10 mobile devices in the coverage for the FL.
3) In iteration N, device-a is moving away from the base station and the wireless condition for device-a gets worse. The wireless condition cannot fulfil all connections established for device-a any longer so the base station determines to release some connections of device-a except the connection used for the FL.
4)  Since a device-b is moving to the base station’s coverage and has a connection fulfilling uploading and downloading gradient/model for FL, when iteration N is finished, FL server removes device-a and adds device-b for a new member and distribute the newly aggregated model for next round (N+1) iteration. 

5) 
After multiple iterations, the FL is completed. FL server returns the trained Model to the 3rd party
7.x.4
Post-conditions
The 3rd party acquires the trained model from operator’s network.
7.x.5
Potential New Requirements needed to support the use case
5G system shall be able to sustain a required QoS for each member in a group of mobile devices for one FL iteration until the iteration is finished.
The 5G system shall support the functionality to enable the device to report its capability/resource for the FL training (e.g. computation capability/resource, training set profile)

The 5G system shall be able to inform FL server of which mobile devices can or cannot maintain the connection for FL and perform training device selection for each iteration.
The operator’s cloud (e.g. Edge server for FL) shall be able to receive FL request from 3rd party, execute FL, and return the trained model to 3rd party. 

***********End of Change***********
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