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Abstract: Add a new UC in chapter 5 of FS_OFFNETRAIL TR 22.990
---------- Use Case template ----------
5.x
Train integrity monitoring data communication
5.x.1
Description

The Train Integrity is an on-board function responsible for verifying the completeness of a train composition, while the train is in operation, to guarantee safety on tracks. Train integrity consists concretely in monitoring the status of the train’s tail to check that last wagon is regularly advancing in a coherent way in relation to the movement of the remaining train. The event of accidental train separation constitutes a serious danger for the next train, being a possible unexpected obstacle on the line, and therefore it needs to be promptly reported to the rail signalling system.

The main difference between train integrity monitoring in on-network mode and off-network mode consists in train integrity criteria that (1) is based on communication liveliness in on-network mode, whereas (2) requires verifying train tail coherent movement respect to front cabin, based on train tail odometry data (i.e. position, speed or acceleration of train tail and front cabin) in off-network mode. In fact, off-network communication between train tail and front cabin could be present also after train splitting with limited distance of separated waggons.
5.x.2
Pre-conditions

The On-board Train Integrity (OTI) entities (i.e. the FRMCS Users) are authorised to initiate Train Integrity Monitoring Data Communication.
5.x.3
Service Flows

James is the lead driver of a cargo train of 1 000 metres long with 50 wagons that are not fully equipped with power supply.

The front cabin, the train tail wagon and, optionally some or all of the intermediate wagons to offer more flexibility in train composition, are equipped with On-board Train Integrity (OTI) entities connected to UEs in off-network mode at the lower part of the wagons (i.e. no direct line-of-sight between OTI entities). UEs may not be dedicated to On-board Train Integrity.
James powers on the front cabin before starting to operate the train. The OTI entities establish communications with each other and begin exchanging status (i.e. position, speed or acceleration information, and if supported wagon diagnostic information) via the connected UEs in off-network mode. The train integrity status is “Confirmed” (all wagons connected and operational). The Train Integrity system shall avoid pairing James’ OTI entities with other trains’ OTI entities in proximity.
Train Integrity data exchanges are encrypted to prevent eavesdropping.

Train Integrity data exchanges are recorded in case something bad happens (e.g. wrong pairing between OTI entities) and somebody wants to review the incident later.

James starts running its train to its destination on non-electrical lines where there is no network coverage. The Train Integrity Monitoring procedure restarts every 30 seconds (configurable timer) until the train stops running.
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Figure 5.x.3-1: Train integrity confirmed
For some reason, the train tail splits off of James’ train. The Train Integrity system detects the event and the train integrity status becomes “Lost”. 

In the meantime, James is communicating with its train operating centre to prepare its next mission. The Train Integrity system informs on-board signalling system about train integrity status. The on-board signalling system takes priority on James ongoing communication to inform him thus allowing him to intervene rapidly and appropriately (e.g. reducing the speed and breaking the train in a safe location).
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Figure 5.x.3-2: Train integrity lost
5.x.4
Post-conditions

Train integrity status can be continuously exchanged between On-board Train Integrity (OTI) entities to warm accidental train separation and avoid any rail safety issue.
5.x.5
Existing features partly or fully covering the use case functionality
TS 22.280 [4], 22.179 [3], 22.281 [5] and 22.282 [6] have a set of specific requirements on Off-Network MCX Services (including MCCoRe and MCData Services for Off-Network).

TS 22.289 [2] has a set of performance requirements for Off-Network communications for Rail to be refined based on outcomes of the present study.

TS 22.261 [7] has no requirement on 5G Proximity Services.

TS 22.185 [8] and 22.186 [9] have a set of specific requirements on 5G Proximity Services to support V2X communications.
5.x.6
Potential New Requirements needed to support the use case
5.x.6.1
Requirements related to the Service layer

[PR 5.x.6.1-1] The FRMCS Service in Off-Network mode shall be able to initiate data communication for Train Integrity Monitoring to relevant FRMCS Users upon a request from a functional identity entitled to initiate such communication.
[PR 5.x.6.1-2] The FRMCS Service in Off-Network mode shall provide the necessary communication means to support Train Integrity Monitoring.

[PR 5.x.6.1-3] The FRMCS Service in Off-Network mode shall allow arbitration for Train Integrity Monitoring communication.
[PR 5.x.6.1-4] The FRMCS Service in Off-Network mode shall allow FRMCS Users to join an ongoing data communication for Train Integrity Monitoring based on their functional identity and location.

[PR 5.x.6.1-5] The FRMCS Service in Off-Network mode shall allow FRMCS Users to leave an ongoing data communication for Train Integrity Monitoring based on their functional identity and location.
[PR 5.x.6.1-6] The FRMCS Service in Off-Network mode shall provide means to obtain and exchange odometry information of FRMCS Users (e.g. position, speed or acceleration).
[PR 5.x.6.1-7] When an FRMCS Equipment in Off-Network mode is simultaneously used by multiple FRMCS Users, each of the FRMCS Users shall be individually addressable.
[PR 5.x.6.1-8] The FRMCS Service in Off-Network mode shall be able to terminate data communication for Train Integrity Monitoring upon a request received from a functional identity entitled to terminate such communication.
[PR 5.x.6.1-9] The FRMCS Service in Off-Network mode shall provide the means to record Train Integrity Monitoring data communication and communication related information (e.g. FRMCS Users involved) to an external system.

[PR 5.x.6.1-10] The FRMCS Service Security Framework shall provide mechanisms in Off-Network mode to cover identity management, authentication, authorisation and data protection in respect to Train Integrity Monitoring.
5.x.6.2
Requirements related to the Transport layer

[PR 5.x.6.2-1] The FRMCS Equipment power consumption in Off-Network mode shall be minimised.
[PR 5.x.6.2-2] The FRMCS Service in Off-Network mode shall support the following traffic characteristics of data transfer for direct data communication for Train Integrity Monitoring:

Note: this table is intended to be an enhancement to TS 22.289 table 5.2.2-2 [2]
	Scenario
	End-to-end latency
	Reliability

(Note 1)
	UE speed
	User experienced data rate (UL and DL)
	Payload

size

(Note 2)
	Area traffic density (UL and DL)
	Overall UE density
	Communication range

(Note 3)
	Service area dimension
(Note 4)

	Train integrity monitoring data Communication 
	≤1 s
	99,9%
	≤350kmph
	10 kbps up to 

500 kbps
	Small to Medium
	Up to 25 Mbps/km
	≤50/train
	≤2 km along rail tracks including tunnels, bad weather conditions and unfavourable geographical conditions
(Note 5)
(Note 6)
	≤2 km along rail tracks including tunnels, bad weather conditions and unfavourable geographical conditions
(Note 5)

 (Note 6)

	
	NOTE 1:
Reliability as defined in TS 22.289 sub-clause 3.1.

NOTE 2:
Small: payload ≤ 256 octets, Medium: payload ≤512 octets; Large: payload 513 -1500 octets.
NOTE 3: 
Supported via either a single hop UE-to-UE, or multi hop UE-to-UE relaying, or deployable gNB or any other 3GPP capability of 5GS that best serve these use case in areas with no FRMCS RAN nodes/no FRMCS network coverage (i.e. need a deployable solution using dedicated spectrum).
NOTE 4:
Estimates of maximum dimensions.
NOTE 5:
Distance is equal to twice the maximum length of a train to cover train tail split
NOTE 6:
Non-Line-of-Sight (NLOS) between UEs shall be supported.


Table 5.x.6.2-1: Traffic characteristics for Train Integrity Monitoring
