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Abstract: This document proposes a sensor network traffic scenario for diverse mobility management, including no, or very highly constrained device mobility.  The proposed requirements are derived from the use cases 5.34, 5.35, 5.42, and 5.47 from TR-22.891, including those requirements applicable to managing different levels of device mobility. Additional changes include:

1) Making the types of mobility support listed in 5.34 into part of the first requirement on supporting different levels of mobility.  Extending the list to include minimizing both time and resources to communicate with stationary or nomadic devices, based on requirements from 5.42.

2) Clarifying the requirements on receiving data from and sending data to a stationary device.

3) Noting that these requirements are not limited to sensor type devices, other IoT devices may also have no or limited mobility, for example, a smart flower pot which remains at the user's home after purchase.

Proposed Text Change:
5.3
Sensor networks

5.3.2.x
Diverse Mobility Management
Since sensors are connectionless, transmit infrequently, and do not require service continuity, they – especially stationary or low mobile ones – do not require elaborate mobility management.  The identity of the set of sensors in a particular deployment would be known by the network by provisioning the “device” into the AuC.  Their location would be known during attachment and authentication to be within a derived sensor coverage area.  A further refinement and control could be to specify the sensor coverage area for the “device” during provisioning.

The sensor coverage area would be similar to the Tracking Area in LTE although it would be established during service activation/provisioning instead of network deployment.  In the event that the network needs to send a message to the device, it would send it to the entire coverage area.  In most cases, especially for stationary and low mobility sensors, it is expected that the sensor coverage area would be limited to a few cells.  The same method could be used by fully mobile sensors if the sensor coverage area is well established and well known, e.g. delivery area.  In either case, it is expected that downlink messages would be sent infrequently so the reduction in constant mobility management signaling for the large number of devices – and thereby, using the same rationale as the one for removal of connection signaling, improved spectral efficiency and overall usable network capacity – outweighs the additional expense of redundant transmission across the sensor coverage.  Since the locations are always known, paging and tracking area updates would not be required.  

Further, since the sensors are not “connected” to a particular access node and transmit messages to all nodes capable of hearing them, there is no need for handover requests, RRC reconfiguration, inter-node data forwarding, or path switching.  Intra-frequency measurement reports as a precursor to handover would not be required either.  However, if device capabilities permit – which most likely would not be the prevailing case anyway since these devices are supposed to be low complexity and battery powered – and if overlay networks are available, inter-frequency and/or inter-RAT measurement reports could be used for frequency (re)selection and/or load balancing.

In the event that these sensors become mobile or lose coverage within the, the handling of their mobility management would be dependent on the extent of their movement.  For example, a couple of possible scenarios are described below.

1. If their movement (or perceived movement) is within the derived/assigned coverage area, then no mobility signaling would be required as described above.  This would be the case in low mobility sensors moving about within the coverage area or a local package delivery truck that does not go outside of a coverage area. 

2. If a particular sensor wanders outside the coverage area, then, depending on the operator policy, the area could be extended – e.g. if the new access node is a neighbor of one that is in the coverage area, the coverage area could be extended to include the neighbor This would be the case for a sensor on the edge that has moved or seems to have moved outside the coverage area.

3. If the movement is related to device transport (e.g., inventory tracking) the the coverage area could be temporarily modified to coincide with the means of transport (e.g., truck).  In essence, the sensors would still be stationary relative to the truck.  They could communicate, e.g. via 5G or WiFi (if device capabilities permit), to the truck that could then relay the message accordingly.  The truck itself could have full mobility signaling, but the individual low-complexity battery-powered sensors would not need it.

4. If none of the above apply, then, again depending on operator policy, the sensor could activate full mobility .  This last case is somewhat outside of the scope of the discussion on stationary or low mobility sensors presented herein but is included for completeness.  The use case for these sensors is more in line with those that have full mobility capabilities but become stationary for extended periods of time.  

5. For cases 2 and 5, operator policy may be for the network to take no action when a sensor loses communication and leave any error handling up to the application (e.g., application could notify a human that the sensor is no longer communicating, perhaps due to a dead battery).


5.3.3
Potential requirements
5.3.3.x
Diverse Mobility Management
The 3GPP system shall enable operators to define different levels of mobility support for different UEs where mobility support consists of providing none, any one, or any combination of the following:

-
minimizing packet loss during inter- and/or intra-RAT cell changes, 

-
maintaining the same IP address assigned to a UE across different cells,

-
minimizing interruption time until a UE can continue to communicate with a potentially different IP address (in case the same IP address is not maintained during a mobility event). 
-
minimizing time to communicate with a stationary or nomadic device (e.g., simplified device location mechanism),

- 
minimizing signaling overhead and resource usage (e.g., database storage/updates) for stationary or nomadic devices,
Editor’s note: This list is not exhaustive. Other aspects may be added in future meetings.

The 3GPP system shall enable operators to update the level of mobility support provided for a UE.

The 3GPP System shall provide a resource efficient mechanism to receive information from stationary devices (e.g., lower signaling to user data resource usage ratio). 
The 3GPP System shall support a resource efficient mechanism to provide information to a stationary device (e.g., simplified device location mechanism),.

The 3GPP System shall provide resource efficient support for stationary devices with reduced mobility management (e.g., handover support, idle mode mobility management). 
The 3GPP system shall provide efficient support for low or no mobility UEs (e.g. up to 50 km/h).

The 3GPP system shall enable elastic configuration of the network based on system information, including:

· Application’s user characteristics, such as mobility type (high mobility, low mobility, no mobility), expected traffic over time, location)
NOTE: The preceding requirements also apply to the Internet of Things family.
