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Abstract: Use case for Sensor and State Map Sharing 

Proposal
This document proposes that the use case below is included in TR 22.891 as a new clause of section 5 and the associated references are included in section 3.
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5.x.1	Description
Sensor and state map sharing (SSMS) enables sharing of raw or processed sensor data to build collective situational awareness.  The concept is an extension of the Local Dynamic Map embodied in ETSI and ISO technical reports and standards [w], [x], [y] with the primary difference being higher spatio-temporal fidelity, low latency and ability to transition from hyper-local to transportation link to network area of “state map” awareness.  Sensor and state map sharing would leverage properties of highly-reliable transmission, along pervasiveness and system resiliency.  This enables services such as low latency communication for precision positioning and control; such properties can enable mission critical applications such as cooperative driving (vehicle platooning), intersection safety of all road users to include pedestrians and emergency vehicle communication.  For these use cases, highly resolved sensor images do not necessarily need to be transmitted (see [z] where smart nodes perform on-board processing and data exchange for a shared or fused situational awareness, whereupon vehicles autonomously perform reasoning or tactical maneuver planning operations); however, because of the plethora of disparate connected sensors, it is anticipated that significant data bandwidth would be needed for SSMS.
Communication requirements:
· High bandwidth
· High reliability for fusion confidence
· Short latency to allow highly dynamic automated vehicle operation and emergency vehicle response
· High density of transmitting devices
· Large messages
· Integration of network and cloud-based information (e.g. local dynamic map.)
High precision positioning techniques should also be supported (either via local sharing, ranging or from the mobile network) because GPS may not available in dense urban scenario.

5.x.2	Pre-conditions
1. Vehicles A, B and C are SSMS-enabled.  Infrastructure appurtenances (constituting roadside equipment or RSE) X, Y and Z are SSMS-enabled.
2. Any combination of vehicles A, B and C and RSE X, Y and Z are in communication range
3. At least two entities within A, B, C, X, Y or Z offers SSMS services, effectively creating a SSMS group.
5.x.3	Service Flows
1. SSMS group members (A, B, C, X, Y, Z) share messages with common data exchange format (e.g, future extended Local Dynamic Map).  This information would include the vehicle trajectory, its planned trajectory and some combination of raw or processed/abstracted data from on-board perception sensors.
2. SSMS group member develops individual state map.
3. SSMS group member makes tactical or maneuver decision based on state map.
4. SSMS group member broadcasts maneuver decision to all others in SSMS group.
5. SSMS group member conducts maneuver decision.
6. Other SSMS group members incorporate maneuver decision broadcast and their sensors’ perception of group member maneuver into their state maps.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]5.x.4	Post-conditions
1.  Enhanced state information:  SSMS group members (A, B, C, X, Y, Z) are enabled to perform their individual movement (A, B, C) and system and roadway (X, Y, Z) operations and control functions with high degree of individual and shared situational awareness.
2. System coordination:  Enables SSMS group members to perform joint operational instructions.
3. Improved safety and operational performance.
5.x.5	Potential Service Requirements
5.x.6	Potential Operational Requirements
All requirements are for end to end performance, defined as communications sent by source and communication received by target.
The 3GPP system shall support:
· Less than 10 ms end to end X2X latency for SSMS information exchange, since close-following automated vehicle operation may be supported.
· Radio latency close to 1ms for potential use of SSMS in platoon operations. (vehicle-to-vehicle,  platoon-to-platoon or platoon-to-roadside).
· End-to-end reliability of 95%
· Over 90% target packet delivery reliability rate as SSMS information is fused but not necessarily critical for autonomous operation
· Burst transmission of long data packets (e.g. tens of kilobit) 
· Priority, Precedence, Preemption (PPP) mechanisms should be used to ensure sufficient reliability metrics are reached. 
· Efficient coordination of radio resources (centralized or decentralized) used for X2X communication to maximize the utilisation of the available spectrum and to ensure the required reliability.
· High connection density for congested traffic, estimate below is for worst case US Freeway scenario that does not include arterial roads (i.e. onramps): 
· 5 lanes in each direction or 10 lanes total per highway, for up to 3 highways intersecting = 15,840 cars per mile.


--- END NEW CLAUSE ---


