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Abstract
In order to have broad SA1-wide understanding of FS_CATS, the proposed text is intended to be included in the Study as an informative Annex.  The feature is illustrated at a conceptual level.  It is hoped that the Annex text can aid in evaluation of possible CATS approaches.
***** BEGIN 1st CHANGE *****
Annex A:  CATS Conceptual Approaches
A.1
Introduction

The contents of this Annex are informative, and are meant to illustrate CATS concept for the purpose of broadening general understanding of the intent of the feature.  Though it may hint at approaches toward a solution to CATS, its aim is not to limit possible approaches, nor to comprehensively evaluate all issues associated with the solution architecture.

A.2
CATS Policy Enforcement Options
The specific CATS task is to manage IP flows associated with Apps on a troubled third party server by controlling (disallowing/allowing) uplink flows from any UE based on the destination address.
The CATS objectives can be fulfilled, to a higher or a lesser degree, using one of the two approaches.
· In a network-centred solution, application control is enforced in the core network, typically in P-GW
· In a UE-centred solution, an individual application control is enforced in the UE

In the network-centred CATS, PCEF is enforcement node, as in its “traditional” role.  Conversely, in the UE-centred CATS, the enforcement point is located in the UEs.
One can immediately observe that the CATS objective (2) and (3) listed in Section A.1 (suppression of radio interface traffic) is completely fulfilled with the UE-centred solution, whereas in the network-centred one, that suppression is partially, but not entirely accomplished.   A more detailed concept illustration and analysis is given in subsequent sections.
A.3
Network-Centred CATS Concept
The network-centred CATS is conceptually illustrated in Figure A-1.  The Figure illustrates the principal entities involved in CATS.  A third party App Server is located in the Internet.  Some portion of the User Plane (UP) traffic flowing to the Internet is destined to the App Server, which may start experiencing difficulties. 
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Fig. A-1:  Network-Centred CATS

The sequential step involved in creating policy rules in the network-centred conceptual solution are illustrated in the Figure, and can be summarized as follows.
Step (1a):  Trigger option 1
App server requests assistance from CATS Policy Server in reducing incoming traffic, or

Step (1b): Trigger option 2
P-GW determines that App server is not responsive, reports to CATS PS.  How such determination made is likely to be implementation-dependent, and may be quite variable depending on the nature of the application involved.
Step (2):  Policy modification

CATS Policy Server requests policy modification for UL direction flows to identified destination addresses.  
Step (3):  Policy update
PCRF updates policy rules in PCEF accordingly

Step (4):  Policy enforcement
When UE launches the App, initial flow packets destined to App server progress to S/P GW; PCEF suppresses these UL flows; As these very first packets to App server are stopped, TCP “collapses”. 
It is worth noting that this is but an example of conceptual functional allocation of functionality to network entities.  The physical implementation may look different in an actual deployed system, e.g., CATS Policy Server may be built into the PCRF.
In a deployed operation, this sequence is repeated every time the condition at the Application Server undergoes sufficient change to warrant it.  In the simplest example, having instituted restrictive policies, CATS removes those restrictions by re-applying the above sequence, once the App Server is no longer adversely affected, though this time, the policy update consists of removal of PCEF packet filters that cause the subject IP flows to be blocked in the P-GW.
TCP collapse may be the result of a non-responsive app server even without CATS capability in the network-centred approach.  However, the benefit of this methodology still exists, since the server is not forced to handle the DDOS-like traffic from numerous UEs, which may be making the matters worse in terms of recovery of the server.  If the server is not completely down, but merely computationally overloaded, the incoming application request reduction could be useful.  For instance, existing application traffic may be handled by the server while any new instances coming from UEs are reduced or eliminated.

A.4
UE-Centred CATS Concept
A.4.1
Concept Description
The UE-centred CATS is conceptually illustrated in Figure A-2, showing principal CATS related entities.
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Fig. A-2:  UE-Centred CATS

The sequential step involved in creating policy rules in the UE-centred conceptual solution are illustrated in the Figure, and can be summarized as follows.

Step (1a):  Trigger option 1, same as for the case of Network-centred concept.
Step (1b): Trigger option 2, same as for the case of Network-centred concept.
Step (2):  Policy update notification
E.g., CATS Policy Server initiates broadcast to trigger policy update for all UEs
Step (3):  Policy Fetch by UEs
This consists of providing a list of destination addresses to be suppressed, validity period, and any associated parameters (e.g., the degree to which suppression is to occur).
Step (4):  Policy enforcement
UE monitors outgoing traffic, suppresses flows to indicated destination(s). 
Here too, the illustration and steps outlined constitute a mere example of conceptual allocation of functionality to network entities.  The physical implementation may look different in an actual deployed system.  

As for the network-centred case, the operational procedure consists of repeating the above-stated sequence of steps every time the condition at the Application Server undergoes sufficient change to warrant it.  For example, having instituted restrictive policies, CATS removes those restrictions by re-applying the above sequence, once the App Server is no longer adversely affected, though this time, the policy update consists of removal of UE-based packet filters that preclude the subject IP flows from being initiated on the radio interface.

A.4.2
Policy Fetch Options
There are several options to implement Policy Fetch by UEs in Step 3.  Three such options are illustrated, but others may exist, and could be adopted in Stage 2 of the feature development.
Policy Fetch Option 1:  Using System Information Block (SIB)
This methodology is similar to ACDC.  New SIBs can be defined to indicate explicit destination IP address/port number for the UE-based packet filter, and an instruction how an IP flow destined to it is to be treated:  suppressed, opened, or throttled (randomly allowed with the probability indicated).
A clear advantage of this method is low overhead on the radio interface, due to broadcast as means to provide information to all UEs.  On the other hand, a strong motivation must be given to the RAN WGs to introduce new SIBs, since all UEs fetch the policy, regardless of propensity to use the targeted application.  This is unlike ACDC, which is broadly applicable to UEs for any kind of access attempt.  Put differently, using this methodology is warranted for CATS confined to relatively few very popular applications.
Policy Fetch Option 2:  Using eMBMS

Instead of SIBs, eMBMS can be used, which similarly has relatively low overhead on the radio interface, since a single eMBMS session is broadcast to all UEs.  Forward Error Correction (FEC) featured in eMBMS enables very low error rate for transmitting policy updates to UEs.
As in the case of SIB option, all UEs fetch policy updates, regardless of propensity to use the targeted application.  However, eMBMS deployment is not yet widespread across operators, and reliance on it may become an impediment for CATS deployment.  
Policy Fetch Option 3:  Using HTTP Push
In this approach, trigger is the same as for the other methods (Steps 1a or 1b), however policy fetch does not involve broadcast, as in those other methods.  In its place, persistent or long-lasting HTTP connection is established between the CATS Policy Server and the CATS policy enforcement located in the UE (client) upon initial UE connection to the former.  CATS PS Server asynchronously “pushes” policy info and updates to UE when new App Server conditions warrant.  Policy enforcement is in the UE, as stated earlier

Steps (2) and (3) may employ ‘HTTP Long Polling’ or ‘HTTP Streaming’ as per RFC 6202, or W3C’s Server-Sent Events.  More information can be obtained from http://www.w3.org/TR/eventsource/ .  
Unlike eMBMS approach, this method enjoys general UE support. 
However, the method has a disadvantage in that it may involve considerable amount of radio interface traffic, since policy update requires client/server communication with each UE individually.  This may neutralize at least some of overall CATS objectives, namely reduction of unproductive radio interface traffic.
It is noteworthy that that for any of the three policy fetch methods, UE changes are required, even if eMBMS or RFC 6202 are supported by the UE. This new capability involves techniques for policy enforcement in Step 4.
A.5
Discussion and Comparison
Some points of comparison of Network-Centred vs. UE-Centred methods include:
· Network-Centred method is simpler to implement, and since it does not require UE changes, can be immediately effective;
· UE-Centred method can completely eliminate unproductive radio traffic, while network-centred one is only partially effective in that respect;

· Both methods are comparable in terms of App Server “shielding” capability;
· It is difficult to estimate to what degree the Network-Centred approach reduces unproductive radio and core network traffic.
By virtue of reducing traffic, CATS would be helpful in reducing congestion as well.  However, the CATS capability is different from User Plane Congestion Management (UPCON), though it may be regarded as complementary to it.  App server failures are generally independent from instances of excessive traffic volume.
When evaluating impact on application behaviour in the UE, it can be observed that TCP “collapse” is no different than App Server being down or unreachable, which occasionally occurs in reality.  Hence, an attempt to launch an app by the user in the UE should not have unpredictable consequences, though this should be tested on major popular applications which are targeted for CATS.  

The same applies for effects of TCP “collapse” on MTC applications, which should be evaluated to ensure that it does not have undesirable adverse effects, such as uncontrolled repeat attempts.
CATS may have broader applicability than originally envisioned.  For example, the same capability could possibly also be used for “positive” controls (allow access to server), in addition to the originally intended “negative” controls (disallow such access).  An example of the former is Disaster Message Board (DMB), which was elaborated in the UPCON Feasibility Study [TR 22.805].  The overall purpose of CATS is unchanged; only the sequence of events is reversed, i.e., enable traffic that is normally disabled, then re-disable it, once the adverse condition is removed.

***** END 1st CHANGE *****
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