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1  Introduction

This contribution discusses and proposes an initial problem statement for Resilient E-UTRAN Operation. Agreement of an initial problem statement will help focus future contributions, reduce unnecessary circular discussion, and ensure a timely completion of the study.
The contribution begins by postulating that it is possible to encapsulate the problem by deriving a framework from which a definition of network behaviour can be developed. This framework can then be used to create a problem statement in line with the scope from the WID [1]. Furthermore characteristics of Resilient E-UTRAN Operation can be presented when bounded by these terms.

It is intended therefore that this contribution can provide a concise understanding of the problems to be considered for Resilient E-UTRAN Operation and therefore an agreeable starting point for the study.
2  Review of the Resilient E-UTRAN Operation WID
In deriving a problem statement for the study it is convenient to define the term Resilient E-UTRAN whose behaviour is investigated as the main thrust of this study. Based on the agreements in the WID [1] it is logical to divide the creation of Resilient E-UTRANs into two areas:

· Resilient E-UTRAN formed following an outage event within an infrastructure network.

· Resilient E-UTRAN formed following deployment of Mobile Command Posts (MCPs). A deployment such as this is likely to be motivated by a desire to provide coverage in a specific area.
For the case of an outage event within an infrastructure network the remaining part of the E-UTRAN is termed the Connected E-UTRAN. If self-healing is available in the Connected E-UTRAN then by its nature (for example up-tilting of eNB antennas) self-healing may create some coverage overlap with the Resilient E-UTRAN. This is described in more detail in [2] and [5].
Further considering the WID [1], both types of Resilient E-UTRANs can feature:

· Backhaul capability.

· Connection to one or several Local EPCs – an EPC entity collocated with an eNB.

Different scenarios used to derive a problem statement are discussed in more detail in the following section.
3  Deriving the problem statement
Scenarios that encapsulate the problem statement are derived using the general framework introduced in section 2, namely:
· Resilient E-UTRAN formed following an outage event within the infrastructure network (covered in section 3.1).

· Resilient E-UTRAN formed following deployment of MCPs (covered in section 3.2).

The scenarios are listed and each briefly described.
3.1  Resilient E-UTRAN formed following an outage event within the infrastructure network

An ‘outage event’ may entail the failure of a backhaul link resulting in part of the network becoming isolated from the Infrastructure EPC. This can leave the Resilient E-UTRAN with no or limited backhaul to the Connected E-UTRAN. ‘Limited Backhaul’ can take the form of a backhaul connection to one or a subset of the eNBs in the Resilient E-UTRAN. The outage event is either temporary or permanent. There may be, as a result of the outage event, one or more Resilient E-UTRANs.
Resilient E-UTRAN without backhaul to the Connected E-UTRAN

An illustration is provided in Figure 1. The Resilient E-UTRAN’s behaviour differs based on the number of eNBs present and if a Local EPC is available:

· A Resilient E-UTRAN with a single eNB:
· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe [3].
· A Resilient E-UTRAN with a number of eNBs with connection between the eNBs:
· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe at each eNB.

· ‘Local-routing’ is supported across the network of eNBs.
· Connection to a Local EPC:
· A network function offering localised access to services via one or more Local EPCs.

· The ability to support a range of services (for example GCSE [4], ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.
· Offers the ability to retain a similar level of service seen prior to the outage event with minimum delay as a service transitions.
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Figure 1 – Resilient E-UTRAN formed following an outage event within the network – without backhaul. Shown with a Local EPC
Resilient E-UTRAN with backhaul to the Connected E-UTRAN
An illustration is provided in Figure 2. A Resilient E-UTRAN with one or a number of eNBs, with connection between the eNBs, may possess a backhaul connection enabling some level of backhaul connection throughout the Resilient E-UTRAN. The limited backhaul connection has:
· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· The ability to support services from the wider Internet.
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Figure 2 – Resilient E-UTRAN formed following an outage event within the network – with backhaul

3.2  Resilient E-UTRAN formed following deployment of MCP

An MCP is a portable, most likely vehicle mounted, eNB that can be deployed in a theatre of operation at short notice. One or more MCPs could be deployed in an area in the event of a major network failure or in an area where there is no coverage.

A temporary backhaul connection (for example microwave or satellite link) can be provided to a distant EPC, or to a more Local EPC, or EPCs located in one or more of the MCPs in the MCP deployment area. Alternatively there may be no backhaul connection.
Resilient E-UTRAN using MCPs without backhaul

An illustration is provided in Figure 3. The Resilient E-UTRAN’s behaviour differs based on the number of eNBs present and if a Local EPC is available:

· A Resilient E-UTRAN with a single eNB:

· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe.
· A Resilient E-UTRAN with a number of eNBs with connection between the eNBs:
· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe at each eNB.

· ‘Local-routing’ is supported across the network of eNBs.

· Connection to a Local EPC:
· A network function offering localised access to services via one or more Local EPCs.

· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· For the case where the MCPs are deployed to address a major network failure then the ability to retain a similar level of service seen prior to the outage event is provided.
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Figure 3 – Resilient E-UTRAN formed following deployment of MCP(s) – without backhaul. Shown with a Local EPC
Resilient E-UTRAN using MCPs with backhaul
An illustration is provided in Figure 4. A Resilient E-UTRAN with one or a number of eNBs, with connection between the eNBs, may possess a backhaul connection to an EPC via, for example, a temporary microwave link. The Resilient E-UTRAN’s behaviour includes:
· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.
· The ability to support services from the wider Internet.
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Figure 4 – Resilient E-UTRAN formed following deployment of MCP(s) – with backhaul

3.3  Summary
Table 1 presents a summary of all the scenarios encompassing the problem statement.

Table 1 – A summary of the scenarios encompassing the problem statement
	Resilient E-UTRAN type
	Backhaul present?
	Resilient E-UTRAN features

	Infrastructure network
	No
	Single eNB

	
	
	Multiple eNBs

	
	
	Local EPC

	
	Yes
	A single or multiple eNB(s)

	MCP
	No
	Single eNB

	
	
	Multiple eNBs

	
	
	Local EPC

	
	Yes
	A single or multiple eNB(s)


The following observations are made:
· For both types of Resilient E-UTRAN (infrastructure or MCP) the same scenarios, and therefore problem statements, can be derived for each.
· Multiple Resilient E-UTRANs, in which each contains a single eNB, is similar to multiple eNBs without connection between the eNBs. In this case the following behaviour is observed:
· Each individual eNB supports ‘direct mode’ and ‘locally-routed’ ProSe.

· ‘Local-routing’ is not supported across more than one eNB.
· Handover is not supported. If a UE moves from the coverage area of one eNB to another then a transition to Idle Mode followed by Cell Reselection would be required for that UE.

Describing the scenarios above it is possible to provide attributes of both Connected and Resilient E-UTRANs.

The Connected E-UTRAN is characterized by the following requirements and options:

· Shall retain EPC connectivity.

· May supports self-healing [5] following the network fracturing.
· May support the backhauling of a Resilient E-UTRAN.

The Resilient E-UTRAN is characterized by the following requirements and options:

· Each Resilient E-UTRAN shall contain one or more eNBs.

· It may be the case that self-healing [5] is not supported by virtue of the lack of connection to the OSS/OA&M.

· Each Resilient E-UTRAN with more than one eNB shall have an interconnection to connect all eNBs.
· The interconnection may not be full interconnection between all eNBs.
· The interconnection between eNBs shall be decided and formed by the Resilient E-UTRAN.
· May possess a backhaul connection. The backhaul connection may only connect a subset of the eNBs in the Resilient E-UTRAN.
· Shall retain security between the UE and eNB (for the case of both backhaul and no backhaul).
· Shall retain security for backhaul (if available) and for the connections between eNBs.

· May maintain records for accounting purposes.

Table 2 summarises the possible EPC connectivity options presented in the scenarios.

Table 2 – EPC connectivity
	
	Infrastructure Resilient E-UTRAN
	MCP Resilient E-UTRAN

	Backhaul available
	EPC connection available
	A temporary link to an EPC deployed at the same time as the MCP(s)

	No backhaul available
	Local EPC
	Local EPC


3.4  Definitions
The scenarios described in the preceding section require the following terms to be defined.

Network Fracturing: an event occurring that creates a Connected E-UTRAN and one or more Resilient E-UTRANs from a single E-UTRAN.

Connected E-UTRAN: a portion of the E-UTRAN following the fracturing of the network. Connection of the eNBs to the EPC is retained compared with the network topology prior to Network Fracturing. If necessary, the Connected E-UTRAN self-heals following the fracture.

Resilient E-UTRAN: a portion of the E-UTRAN following the fracturing of the network from the Connected E-UTRAN.

Local EPC: EPC functionality residing at an eNB with the ability to support services within the Resilient E-UTRAN.
4  Text proposal 
SA1 is requested to consider the inclusion of the following text in TR22.897 [6] describing: the problem statement for Resilient E-UTRAN operation (presented in sections 3.1 and 3.2), and accompanying definitions (presented in section 3.3).
~ ~ ~ START OF 1st TEXT PROPOSAL ~ ~ ~
2
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~ ~ ~ END OF 1st TEXT PROPOSAL ~ ~ ~
~ ~ ~ START OF 2nd TEXT PROPOSAL ~ ~ ~
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply.

A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Network Fracturing: an event occurring that creates a Connected E-UTRAN and one or more Resilient E-UTRANs from a single E-UTRAN.

Connected E-UTRAN: a portion of the E-UTRAN following the fracturing of the network. Connection of the eNBs to the EPC is retained compared with the network topology prior to Network Fracturing. If necessary, the Connected E-UTRAN self-heals following the fracture.

Resilient E-UTRAN: a portion of the E-UTRAN following the fracturing of the network from the Connected E-UTRAN.

Local EPC: EPC functionality residing at an eNB with the ability to support services within the Resilient E-UTRAN.

~ ~ ~ END OF 2nd TEXT PROPOSAL ~ ~ ~
~ ~ ~ START OF 3rd TEXT PROPOSAL ~ ~ ~
x Deriving the problem statement
x.1 Introduction
A Resilient E-UTRAN can be created:
· Following an outage event within an infrastructure network.

· Following deployment of Mobile Command Posts (MCPs). A deployment such as this is likely to be motivated by a desire to provide coverage in a specific area.

For the case of an outage event within an infrastructure network the remaining part of the E-UTRAN is termed the Connected E-UTRAN. If self-healing is available in the Connected E-UTRAN then by its nature (for example up-tilting of eNB antennas) self-healing may create some coverage overlap with the Resilient E-UTRAN. This is described in more detail in [5].

Further considering the WID [2], both types of Resilient E-UTRANs can feature:

· Backhaul capability.

· Connection to one or several Local EPCs – an EPC entity collocated with an eNB.

Different scenarios used to derive a problem statement are discussed in more detail in the following section.

x.2 Scenarios
x.2.1 Resilient E-UTRAN formed following an outage event within the infrastructure network

An ‘outage event’ may entail the failure of a backhaul link resulting in part of the network becoming isolated from the Infrastructure EPC. This can leave the Resilient E-UTRAN with no or limited backhaul to the Connected E-UTRAN. ‘Limited Backhaul’ can take the form of a backhaul connection to one or a subset of the eNBs in the Resilient E-UTRAN. The outage event is either temporary or permanent. There may be, as a result of the outage event, one or more Resilient E-UTRANs.
x.2.1.1 Resilient E-UTRAN without backhaul to the Connected E-UTRAN

An illustration is provided in Figure 1. The Resilient E-UTRAN’s behaviour differs based on the number of eNBs present and if a Local EPC is available:

· A Resilient E-UTRAN with a single eNB:

· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe [3].

· A Resilient E-UTRAN with a number of eNBs with connection between the eNBs:

· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe at each eNB.

· ‘Local-routing’ is supported across the network of eNBs.

· Connection to a Local EPC:

· A network function offering localised access to services via one or more Local EPCs.

· The ability to support a range of services (for example GCSE [4], ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· Offers the ability to retain a similar level of service seen prior to the outage event with minimum delay as a service transitions.
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Figure 1: Resilient E-UTRAN formed following an outage event within the network – without backhaul. Shown with a Local EPC

x.2.1.2 Resilient E-UTRAN with backhaul to the Connected E-UTRAN

An illustration is provided in Figure 2. A Resilient E-UTRAN with one or a number of eNBs, with connection between the eNBs, may possess a backhaul connection enabling some level of backhaul connection throughout the Resilient E-UTRAN. This limited backhaul connection has:

· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· The ability to support services from the wider Internet.
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Figure 2: Resilient E-UTRAN formed following an outage event within the network – with backhaul

x.2.2 Resilient E-UTRAN formed following deployment of MCP

An MCP is a portable, most likely vehicle mounted, eNB that can be deployed in a theatre of operation at short notice. One or more MCPs could be deployed in an area in the event of a major network failure or in an area where there is no coverage.

A temporary backhaul connection (for example microwave or satellite link) can be provided to a distant EPC, or to a more Local EPC, or EPCs located in one or more of the MCPs in the MCP deployment area. Alternatively there may be no backhaul connection.

x.2.2.1 Resilient E-UTRAN using MCPs without backhaul

An illustration is provided in Figure 3. The Resilient E-UTRAN’s behaviour differs based on the number of eNBs present and if a Local EPC is available:

· A Resilient E-UTRAN with a single eNB:

· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe.

· A Resilient E-UTRAN with a number of eNBs with connection between the eNBs:

· The eNB supports ‘direct mode’ and ‘locally-routed’ ProSe at each eNB.

· ‘Local-routing’ is supported across the network of eNBs.

· Connection to a Local EPC:

· A network function offering localised access to services via one or more Local EPCs.

· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· For the case where the MCPs are deployed to address a major network failure then the ability to retain a similar level of service seen prior to the outage event is provided.
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Figure 3: Resilient E-UTRAN formed following deployment of MCPs – without backhaul. Shown with a Local EPC

x.2.2.2 Resilient E-UTRAN using MCPs with backhaul

An illustration is provided in Figure 4. A Resilient E-UTRAN with one or a number of eNBs, with connection between the eNBs, may possess a backhaul connection to an EPC via, for example, a temporary microwave link. The Resilient E-UTRAN’s behaviour includes:
· The ability to support a range of services (for example GCSE, ‘direct mode’ and ‘locally-routed’ ProSe) within the coverage area of the interconnected eNBs.

· The ability to support services from the wider Internet.

[image: image8.emf]Resilient E-UTRAN

EPC

Backhaul

connection

Application Server


Figure 4: Resilient E-UTRAN formed following deployment of MCPs – with backhaul

x.3 Summary
Table 1 presents a summary of all the scenarios encompassing the problem statement.
Table 1: A summary of the scenarios encompassing the problem statement
	Resilient E-UTRAN type
	Backhaul present?
	Resilient E-UTRAN features

	Infrastructure network
	No
	Single eNB

	
	
	Multiple eNBs (interconnected)

	
	
	Multiple eNBs (stand alone)

	
	
	Local EPC

	
	Yes
	A single or multiple eNB(s)

	MCP
	No
	Single eNB

	
	
	Multiple eNBs

	
	
	Local EPC

	
	Yes
	A single or multiple eNB(s)


The following observations are made:

· For both types of Resilient E-UTRAN (infrastructure or MCP) the same scenarios, and therefore problem statements, can be derived for each.

· Multiple Resilient E-UTRANs, in which each contains a single eNB, is similar to multiple eNBs without connection between the eNBs. In this case the following behaviour is observed:

· Each individual eNB supports ‘direct mode’ and ‘locally-routed’ ProSe.

· ‘Local-routing’ is not supported across more than one eNB.

· Handover is not supported. If a UE moves from the coverage area of one eNB to another then a transition to Idle Mode followed by Cell Reselection would be required for that UE.

Describing the scenarios above it is possible to provide attributes of both Connected and Resilient E-UTRANs.

The Connected E-UTRAN is characterized by the following requirements and options:

· Shall retain EPC connectivity.

· May supports self-healing [5] following the network fracturing.

· May support the backhauling of a Resilient E-UTRAN.

The Resilient E-UTRAN is characterized by the following requirements and options:

· Each Resilient E-UTRAN shall contain one or more eNBs.

· It may be the case that self-healing [5] is not supported by virtue of the lack of connection to the OSS/OA&M.
· Each Resilient E-UTRAN with more than one eNB shall have an interconnection to connect all eNBs.

· The interconnection may not be full interconnection between all eNBs.

· The interconnection between eNBs shall be decided and formed by the Resilient E-UTRAN.

· May possess a backhaul connection. The backhaul connection may only connect a subset of the eNBs in the Resilient E-UTRAN.
· Shall retain security between the UE and eNB (for the case of both backhaul and no backhaul).

· Shall retain security for backhaul (if available) and for the connections between eNBs.

· May maintain records for accounting purposes.

Table 2 summarises the possible EPC connectivity options presented in the scenarios.
Table 2: EPC connectivity
	
	Infrastructure Resilient E-UTRAN
	MCP Resilient E-UTRAN

	Backhaul available
	EPC connection available
	A temporary link to an EPC deployed at the same time as the MCP(s)

	No backhaul available
	Local EPC
	Local EPC


~ ~ ~ END OF 3rd TEXT PROPOSAL ~ ~ ~
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