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1. Introduction and Background
A LS from RAN 2 (see R2-115644) discusses some options in addressing Enhanced Access Barring (EAB) in case RAN is shared among 2 or more Core Networks (CN) of different PLMNs.  The main points in the LS can be summarized as follows:
· A single set of EAB parameters is sufficient to address RAN overload (topic of RAN WI RP-111373) – henceforth called Baseline solution

To use access control mechanisms to address different/asymmetric CN overload for the PLMNs sharing the RAN, two options are presented:

· Option 1: Single set of EAB parameters, accompanied by indication of applicability to one or more  PLMNs in the shared RAN arrangement
· Option 2: Distinct set of EAB control parameters for each of the PLMNs in the shared RAN arrangement

This discussion paper analyzes the three options (Baseline, Option 1, and Option 2) with respect to realistic scenarios of congestion/overload, to be considered by the WGs in selecting the proper option.  The paper ends with the recommendation based on that analysis.
2. Purpose of Access Control
It is worth remembering that the main purpose of access controls (ACB and EAB) is to address RAN overload.  Even more specifically, the main purpose is to protect the radio link from being overwhelmed with access requests from many UEs, each of which independently requests service, unaware of any competing requests from other nearby UEs.  If the radio uplink becomes overwhelmed in such a manner, it can have dire consequences, potentially bringing down the system in the locality of an overload incident.
Measures other than ACB/EAB can be used to cope with congestion and overload in CN elements.  In the RAN2 LS, this is pointed out by stating that Release 10 contains one such mechanism:  RRC Connection Reject/RRC Connection Release with extended wait timer.  In further text, this mechanism is referred to (in abbreviated form) as “RRC Rej/Rel”.  This is not to say that ACB/EAB may not be used to mitigate certain scenarios of CN overload.  Input from the CN can be used by the RAN in determining how aggressive access controls should be in certain overload situations, for example RAN can decide to use EAB when the incidence of RRC connection attempts exceeds a certain threshold even with very high values of wait timers applied.
EAB offers an additional level of refinement for controlling radio access attempts on the basis of tolerance to access delay.  It allows putting off or temporarily denying access to UEs which have tolerance to access delay (e.g. certain types of MTC devices such as utility meters) first, before other UEs are asked to back off.
3. Congestion/Overload Scenarios 
It is extremely difficult to list all possible congestion/overload scenarios in various parts of the network.  Practical experience is limited, and operational knowledge scarcely publically available.  The intent here is to make some general observations about causes of congestion and overload, and their general nature.
In addition to RRC Rej/Rel, the QoS mechanisms allow an orderly way of managing congestion by means of allocation and removal of bearers, and individual packet transmission scheduling decisions, on the basis of priority of users, and nature of associated service (primarily transport delay tolerance).  These operations are routinely and continuously done in the network, and can maintain a target level of performance (blocking rate, delay, loss rate, etc.) without requiring excessively over-dimensioned network deployment.
In contrast to that, ACB/EAB should be very rarely engaged, typically as a result of extremely low probability events, such as failure of a network component, planned outage, or surge of activity caused by some type of often localized event (e.g. power outage or a natural disaster).

3.1
UL Radio Link Congestion/Overload

This type of overload usually manifests itself in excessive “noise” rise in the (e)NodeB receiver, causing access attempts failures and QoS degradation for connected users.  This type of congestion/overload is usually highly localized.  As stated earlier, the only way to deal with it is by means of ACB/EAB applied in each (e)NodeB independently.
3.2
Other Types of RAN Congestion/Overload

Other RAN congestion/overload types may arise due to limited capacity of the radio interface, and usually manifests itself in excessive scheduling delays, typically in downlink.  This type of congestion/overload is also localized, although traffic volumes tend to follow a time-of-day pattern across broader network territory.  
When dealing with this type of congestion/overload, other mechanisms (QoS, RRC Rej.Rel) should be the primary tools, with ACB/EAB the distant and rarely used choice.  Having said that, when heavily loaded, the RAN is more prone to the type of congestion/overload described in Section 3.1, (e.g. sudden event such as large traffic accident) causing the need to apply ACB/EAB.
3.3
CN Congestion/Overload

CN congestion/overload may arise when capacity of one or more CN elements is exceeded, and usually manifests itself in call/session blocking, delays or failures in network operations such as registration and authentication, or excessive packet scheduling delays.  Failure of a CN element could also cause this type of congestion/overload.  The effects are not localized to a small service territory.  On the other hand, in routine operation, CN capacity is easier to plan and provision, since the fluctuations of traffic volume are more predictable and smoother, compared to those in local elements such as (e)NodeBs.

When it comes to mitigation, discussion similar to what is stated in Section 3.2 applies.  The network should avoid applying ACB/EAB tools, if at all possible.  Other operational options should be seriously considered, with lesser user impact than ACB/EAB.  They are not further discussed herein, so as not to stray too much from the immediate subject.
4. Comparison of RAN Sharing EAB Options 
To assist in responding to RAN sharing questions in the RAN 2 LS, the three EAB implementation options are examined from performance and other perspectives in the following comparison table.
	Evaluation Item
	Baseline
	Option 1
	Option 2

	Description
	Single EAB set
	Single EAB set with indication of applicable PLMN(s)
	Individual EAB set for each PLMN

	UL overload mitigation (see Section 3.1)
	EAB, then ACB
	EAB, then ACB
	EAB, then ACB

	RAN overload mitigation (see Section 3.2)
	QoS tools; RRC Rej/Rel; 

EAB, then ACB
	QoS tools; RRC Rej/Rel; 

EAB, then ACB
	QoS tools; RRC Rej/Rel; 

EAB, then ACB

	Asymmetric CN overload mitigation
	QoS tools; RRC Rej/Rel; 

EAB for worst-affected PLMN; ACB for worst-affected PLMN
	QoS tools; RRC Rej/Rel; 

Worst EAB for all affected PLMN; ACB for worst-affected PLMN
	QoS tools; RRC Rej/Rel; 

EAB for each affected PLMN; ACB for worst-affected PLMN

	· performance differentiation
(+ means advantage)

(means disadvantage)
	EAB, if used, will “adversely” affect EAB-provisioned UEs in PLMN(s) that are not impacted or are less impacted by CN overload (
	EAB, if used, will “adversely” affect EAB-provisioned UEs in PLMN(s) that are less impacted by CN overload (
	No adverse impact on EAB-provisioned UEs of other PLMNs, if EAB used (+)

	SIB overhead impact
	Smallest (+)
	Larger ()
	Largest ()


We can make the following additional observations from the table:

(1) There is no performance differentiation among the three Options for non-EAB-provisioned UEs.
(2) The “adverse” effect on EAB-provisioned UEs belonging to non-overloaded PLMNs (see Baseline and Option 1 cases), consists of delaying access of EAB-provisioned UEs, which is anyhow access-delay tolerant.  Therefore, under all but extremely lengthy outage scenarios, this effect may be negligible in terms of practical effect on the service.  For example, utility metering devices delayed by a few minutes or even hours, in extremely rare situations, may sustain no impact on the overall service.
(3) Any adversity of impact is only felt on the EAB-provisioned UE.  There is no difference among the three Options in terms of the effect on other UEs.  If congestion/overload requires extension to ACB, there is no way to “protect” CN1 that is not experiencing congestion from the congestion controls imposed by CN2.
(4) For Baseline and Option 1, to spare the RAN sharing partner from any adverse effects, mitigation of congestion/overload can be limited by a range of operational/design choices agreed between the RAN sharing partners.  One example is for Baseline to use only QoS and RRC Rej/Rel mechanisms.  Another example is for Option 1 to apply lesser-impacting EAB controls from the inputs by the impacted CNs, not the worst-impacted one.

5. Conclusion
The above analysis is intended to compare and contrast the three available options in implementing EAB for the RAN sharing case.  It can be seen that there is some potential performance difference between them.  However, if other available tools to deal with congestion and overload are supported and properly applied, a simple EAB option could be sufficient to handle asymmetric PLMN/CN overload. 
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