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1 Introduction

This document gives input to answer the questions in S1-060370, “LS on Real Time Gaming Requirements”, and S1-060371, LS on characteristics for applications in terms of data loss.
2 Real-time gaming requirements and lag types

There are several kinds of games played over the Internet. Among these games, real-time multiplayer games have the strictest requirements on the network connection. Examples for these games today are: Quake, Doom, Operation Flashpoint, World of Warcraft, Everquest, Counter Strike, Unreal Tournament, Need for Speed, etc.

Real-time games have requirements on latency, throughput and packet loss. Several research groups have performed subjective and objective quality analyses for different kinds of popular multiplayer games [1][2][3][4]. The results of these studies agree on the key requirements for good quality gaming:

· Low latency is the most critical requirement. Gamers require round-trip latency less than 150 ms between the client and the game server. At this point the quality is degraded. The best quality is achieved if the latency is below 100 ms. For some games even 50 ms latency is noticeable.
· Jitter is treated the same was as latency, that is latency even for short durations should not exceed the latency requirement defined above (150 ms maximum).

· Game throughput requirements are fitted to the typical access speeds used by most gamers. Due to this the game rate requirements are always below the low-grade DSL rates, which is 512 kbps. Typical rates are between 50-100 kbps downlink, and around 30-60 kbps uplink. Packet sizes are small, usually between 50-100 bytes.
· Games are quite resistant to packet drops, packet loss between 1-3% is still considered good.
· Some define a quality requirement from the gamers’ point of view as “lags-per-minute”. Lags-per-minute below 3 is considered to be very good. [5][6]
When the quality is not met due to high latency, drop or congestion, the quality is impaired, which is called “lag”. There are several types of lags [5][6]:
	Lag type
	Explanation

	Game freezing
	Nothing is moving on the screen, including yourself

	Screen stuttering
	Everything is moving, but slowly

	Warping
	Yourself or others seem to jump ahead suddenly

	Rubber-banding
	Yourself or others seem to ‘snap’ back to where you just were

	Vanishing
	Others suddenly vanish from the screen

	Delayed Responses
	When your actions/movements feel sluggish (slow)

	Timeout
	When you lose connection to the game

	Screen Jumping
	When the screen appears to jump rather than smoothly move the field of view.

	Pause and Sudden Catch-up
	Game freezes and then moves extra fast to catch up

	Game out of synch
	When something or someone you thought was there, wasn’t


3 Impact of handover on gaming
Handover may introduce both loss and jitter to a game. 
3.1 Discussion on lossy handover
If handover is lossy, several consecutive packets may be lost. Games are quite resistant to losses but only to a certain extent. In all real-time game implementations there are two types of packets: critical and non-critical packets. 

Non-critical packets may be lost; they are not retransmitted, and only cause a very small lag if any. Usually, a later packet will update the information in the lost packet. These packets hold information e.g., about the movements and positions of players. Since these positions are continuously updated, a single or few losses of these types of packets are acceptable.
Critical packets hold non-repeatable information, which, if lost, cause major lag. These packets are always retransmitted. Examples are: firing, other key events, blasts, door opening, player log in, log out etc.

According to [6], approximately 10% of the packets are critical packets. This means that the more packets are lost in sequence during a handover, the more probable it is to lose a critical packet. If a critical packet is dropped and needs to be retransmitted, the extra delay can be approximated by: 

handover_interruption_time + round-trip-delay. 

In case of 50 ms interruption and 100 ms round-trip delay, this becomes 150 ms. 

The number of packets lost during a handover depends on the duration of the interruption and the packet rate. A typical game has a packet rate of 100-300 pps. If, for example, during an interruption 50 ms worth of data is dropped, this results in 5-15 packets to be lost, or a 100 ms interruption causes 10-30 packets dropped. It is likely that critical packets are dropped as well if the delay interruption is 100 ms or larger, or the handover happens frequently.
3.2 Discussion on lossless handover with buffer transfer

If lossless buffer transfer is implemented, critical packets need not be retransmitted, they are only delayed. Since the rate of real-time games should always below the access rate (see requirements), there no more than 1-2 packets in the buffer, the rest is in flight between the server and the client. 
The extra jitter caused by a buffer transfer is thus approximately equal to the handover interruption time, which is always shorter than the extra latency caused by application level end-to-end retransmission when buffer transfer is not implemented.
3.3 Testbed experiments

We have built a handover emulation testbed, where it is possible to emulate handover with and without buffer transfer and different levels of interruption times and end-to-end latencies.

We used a popular multiplayer game Operation Flashpoint, with a round-trip time set to 100 ms (including access and Internet propagation as well). The delay jitter was set to zero to see only the impact of handover. There were 3 real players in the testbed and also many Artificial Intelligence characters (soldiers, tanks, helicopters etc.). 
The results agree well with the arguments in the previous discussion section:

· If handover is very frequent (every 5 seconds), the performance is severely degraded if several packets are lost in sequence, for example, if buffer transfer is not implemented at all. Even if the handover interruption time is as low as 50 ms, the degradation is severe.
· If handover is less frequent (every 30 seconds), upto 100 ms interruption the performance is very good regardless lossy or lossless handover.

· Occasional interruptions of 300 ms cause tolerable lag even in case of lossy handover because the frequency of such lag is not more noticeable than in usual gaming over fixed access. This is the borderline between acceptable and bad quality.
4. Proposal
The most important requirement for gaming is latency. Latency below 150 ms is acceptable, the preferred value is 100 ms. Games are quite tolerant to packet loss, loss upto 3% is acceptable. Handovers may introduce both latency and loss depending on the existence of lossless buffer transfer. In the testbed experiment, we found that if handovers are frequent (every 5 sec), then lossless buffer transfer is strongly recommended. Otherwise, a 100 ms interruption time is acceptable even if buffer transfer is not implemented at all.
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