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1. Introduction

This document gives input to answer the question Q2 from RAN formulated in the liaison statement LS on characteristics for applications in terms of data loss S1-060371/RP-060208

Q2: What is the tolerance of TCP to data loss, and the consequence of data loss on TCP performance at different bit rates
2. Discussion

In this contribution we analyze the impact of handover interruption on TCP performance. We investigate the effect of different interruption times, the impact of buffer transfer between NodeBs or the lack of such transfer, and also the length of the interruption time at different data speeds
We investigated the handover impact on TCP in an emulator testbed which was configured to emulate the impact of several handover interruption times and the option of buffer transfer or no buffer transfer. We also applied mathematical analysis to investigate the sensitivity to different parameter values.
2.1 Handover without buffer transfer

In this case a large sequence of packets are lost in the buffer when a LTE-LTE handover happens. This event in most cases triggers a TCP timeout, slow-start and in most cases also a congestion avoidance phase before TCP reaches the full rate again. It is also possible, that the timeout and slow-start phases are omitted, in which case rate drops and fast recovery happens followed by congestion avoidance. In all investigated cases TCP entered slow-start and fast recovery did not happen.
Below are two examples:

[image: image1.emf]Handover without buffer transfer, 10Mbps
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Figure 1 Testbed measurement result of an LTE-LTE handover without buffer transfer at 10Mbps. In this case recovery is fast, TCP stays in slow-start during recovery.
[image: image2.emf]Handover without buffer transfer, 10Mbps (2nd run)
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Figure 2 Testbed measurement result of an LTE-LTE handover without buffer transfer at 10Mbps (2nd run). In this case slow-start is followed by a congestion avoidance phase.
The duration of the recovery time depends on several parameters, e.g., service rate, the actual state of TCP, and the round-trip time. We have carried out calculations to explore this dependence; the results are summarized in the tables below. Note that the handover interruption time (~few 10s of msec) and TCP timeout (<1s) are additional to these numbers. 
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Figure 3 Handover recovery time in case of no buffer transfer and when TCP stays in slow-start. The three curves represent different end-to-end round-trip times 10ms, 50ms, 100ms.
[image: image4.emf]Combined Slow-start & Congestion avoidance 
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Figure 4 Handover recovery time in case of no buffer transfer and when TCP enters congestion avoidance (TCP with delayed Ack and no ABC). The three curves represent different end-to-end round-trip times 10ms, 50ms, 100ms.
It can be seen that the best-case recovery time is below 1 second even at the highest data rate of 100Mbps and 100ms round-trip time (e.g., EU-USA). On the other hand, the worst-case recovery time can be very large, e.g., 84 seconds over the same connection. Apart from the long durational underutilization, an addition problem with discarding packet at a handover is that during recovery TCP should not lose additional packets, i.e. there should be no further handover or random loss. If a handover happens during the recovery time, TCP will further reduce its rate, the slow-start threshold will drop and the slow-start will stop at a significantly lower rate resulting in very long recovery time. 

Unfortunately, it is not possible to ensure that the best-case scenario happens, because it depends on the state of TCP, the settings of the operating system, the packet loss probability on the paths etc. Furthermore, even the best-case scenario means unnecessary timeout, data retransmission, and as discussed before, it makes TCP more vulnerable in case of multiple handovers. 
2.2 Handover with buffer transfer

In this case we assume that there is a buffer transfer mechanism between the two base stations, which eliminates buffer discard during the handover. 

In the testbed we investigated different interruption times from 40 to 300 msec, and found that this interruption does not cause TCP spurious retransmission. On the other hand, another effect happens which may impact TCP negatively, namely “buffer overrun”. During an interruption outage, the buffer service is suspended for a short time, but the TCP sender still fills the buffer as shown in the figures below.

[image: image5.emf]
Figure 5 Buffer dynamics during a handover

The probability of packet losses due to buffer overrun is shown in the figure below:
[image: image6.emf]
Figure 6 Buffer overrun probability during handover with buffer transfer. 10Mbps, 200ms RTT

It can be seen that the buffer overrun probability can be well controlled by appropriate extra buffering during the handover interruption. Given this, the TCP rate reduction can be eliminated during LTE-LTE handovers, and the TCP can follow its normal operation either being in slow-start or congestion avoidance phase. In the likely case that the handover interruption is below 50ms, the required buffering is not significant.
The figure below shows an example of a handover with buffer transfer, it can be seen that TCP does not experience any negative effect of the interruption neither the buffer overrun:

[image: image7.emf]Handover with buffer transfer (1 Mbps)
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Figure 7 Handover with buffer transfer. The handover occurs at 61s.
3. Summary and proposal

Based on the measurement and analytic results, we argue that buffer transfer is clearly a superior choice compared to buffer discard. 

Handover without buffer transfer has the following disadvantages:

· An large sequence of packets are lost and need to be retransmitted by TCP.

· In all investigated cases TCP dropped its rate to zero and initiated a slow-start, and also a congestion avoidance phase as well. The total duration of recovery may range from 1-84 seconds depending on parameters outside of the control of the SAE/LTE system, e.g., Internet path parameters or TCP server&client operating system settings.

· During the inevitable TCP recovery time, TCP is even more sensitive to additional packet losses (e.g., random Internet loss or access loss) and an additional handover during this time severely impacts its performance forcing TCP to enter another slow-start and an even longer congestion avoidance phase.

· If handover happens during a slow-start phase, TCP drops out of slow-start, times out and enters slow-start again with a long congestion avoidance recovery time.

Buffer transfer has the following advantages:

· For all investigated interruption times from 40-300 ms the TCP can smoothly survive a handover without any rate decrease.

· We also provided a calculation, which shows that appropriate buffer dimensioning packet losses and retransmissions can be eliminated completely.

· TCP stays in the robust safe zone during multiple handovers as well, and it is less sensitive to additional packet losses as well.

4. Appendix

4.1 Investigated scenarios and assumptions
In case of buffer transfer is not implemented, all packets buffered during a handover interruption are discarded. The other technical option is buffer transfer between NodeBs, in which case all packets buffered in the old base station are transferred to the new base station and then delivered to the mobile terminal in the right order.

We make the following technical assumptions:
· We assume that the TCP sender uses TCP NewReno with SACK enables which is the most common TCP variant.

· We present testbed as well as analytic calculations. The analytic calculation are valid for a wide range of parameters. The testbed measurement study is limited to the following parameters:

· We test different handover interruption durations: 40, 100, 200, 300 msec. 

· The data rates investigated are: 1, 5, 10, 100 Mbps

· End-to-end round-trip time including access, Internet, processing etc: 50 msec, which corresponds to a typical intra-continental delay.
4.2 Emulation testbed

We have built a wireless emulation testbed, which is capable to emulate wireless characteristics including delay, jitter, rate changes, and handover with and without buffer transfer. In this study, to focus on the impact of handover, we have set the delay and service rate to fixed values and jitter to zero. 
4.3 Details on TCP performance without buffer transfer during handover
In Figure 1 the throughput drops to zero for approximately ~300ms, the full recovery takes approximately ~1.1s. The reason for the relatively fast recovery is that the TCP window was greater than 2*BDP (bandwidth-delay-product) when the handover happened. After the timeout the congestion window drops but not below BDP, as a result TCP can stay in slow-start exponential phase during the whole recovery time.

A different case is visible in Figure 2. In this case the TCP window at the time of the handover was less than 2*BDP. Due to this, slow start can only last for half-way through the recovery from timeout. After slow-start, a linear increase happens until the full recovery (congestion avoidance). The linear increase lasts considerably longer than slow-start. The congestion avoidance phase is entered when the window reaches the half of the window before the timeout. 
As a summary, we can state that the best case is when TCP stays in slow-start during the whole recovery (e.g., 0-10Mbps), and the worst-case is when TCP is in slow-start phase until half of the channel rate is reached (e.g., 0-5Mbps) and is in congestion avoidance phase until the channel rate is reached (e.g., 5-10Mbps).
The required recovery time can be approximated with quite good precision. 
Analytic approximation of the recovery time in case of no buffer transfer (best-case)

If the handover is recovered in slow-start entirely, the time to reach the full rate can be approximated by
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Where RTT is the round-trip time,
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Here
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is the bandwidth-delay product counted in packets, R is the data rate and 
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Analytic approximation of the recovery time in case of no buffer transfer (worst-case)
In the worst case, after the handover TCP cannot stay in slow-start for the entire recovery duration, but also enters congestion avoidance phase. The time to recover in this case is approximated by 
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Where 
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is a partial slow-start and its duration is:
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The partial congestion avoidance duration is:
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where
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The above calculation assumes that TCP implements ABC with delayed ack, which is not typical today. The most typical implementation today is without ABC, in which case:
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4.4 Details on TCP performance with buffer transfer during handover

In this case we assume that there is a buffer transfer mechanism between the two base stations, which eliminates buffer discard during the handover. 

In the testbed we investigated different interruption times from 40 to 300 msec, and found that this interruption does not cause TCP spurious retransmission. On the other hand, another effect happens which may impact TCP negatively, namely “buffer overrun”. During an interruption outage, the buffer service is suspended for a short time, but the TCP sender still fills the buffer as shown in the figures below.

[image: image23.emf]
Figure 8 Buffe dynamics during a handover
[image: image24.emf]
Figure 9 Buffer dynamics measured in the testbed during handover with buffer transfer (10Mbps. 250kbyte buffer, 200ms RTT)
Depending on the actual state of the TCP, a handover may cause multiple packet losses and rate reduction, or TCP is not affected at all. When the buffer is overflowing, similarly to the buffer discard scenario, a large sequence of packets may be lost, with similar performance impact on TCP. 

Depending on the interruption time, the buffer size, the TCP sending rate and the link bandwidth-delay product, the buffer may overflow during a handover, which results in unnecessary TCP slow-down. The probability of this overflow can be precisely approximated by the following formula, which has been validated with testbed measurements:
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Here
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is the bandwidth-delay product counted in packets, R is the data rate and 
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