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<Other sections/text omitted>
============================= Start of Text Proposal =========================

[bookmark: _Toc94602696][bookmark: _Toc93653373][bookmark: _Toc94600681][bookmark: _Toc95055667]4	Acronyms and definitions
[TBD]
5GS:	5G system
A/V:	Audio / Video
AGV:	Automatic Guided Vehicle
AR:	Augmented Reality
DL:	Downlink
DS-TT:	Device-Side TSN Translator (DS-TT)
E2E:	End-to-End
FRMCS: 	Future Railway Mobile Communication System
IoT:	Internet of Things
MCX: 	Mission-Critical Services
N.A.:	Not applicable
NPN:	Non-Public Network
PLMN:	Public Land Mobile Network
PMSE:	Programme Making and Special Events
RAN:	Radio Access Network
REC:	Railway Emergency Communication
TBD:	To be determined
TSN:	Time Sensitive Networking
UHD:	Ultra-High Definition
UL:	Uplink
UTC:	Universal Time Coordinated
VR:	Virtual Reality

[bookmark: _Toc84790657]5	Industrial and enterprise usages and applications supported by IMT

5.1	IMT applications in mining sector
Coverage Extension in Mines
For indoor scenarios like underground mines, beyond the point where outdoor wireless coverage penetrates, a possibility to provide 5G coverage is to make use of fixed or vehicle relays, i.e. base stations with wireless backhaul, to create a transient wireless connectivity [1]. An example is shown in Fig. x.
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Figure x: Transient Coverage Extension
The following can be available for this scenario:
- 	5G macro cellular coverage to the exterior of the mine into which transient coverage is required, e.g. to connect users, sensors or other IoT devices in the mine. In Figure x, this is the vehicle parked across the entrance;
- 	a set of vehicles equipped with relays, configured to work together to provide a network topology. These vehicles could proceed autonomously, controlled remotely or be driven by personnel. 
- 	a topography consisting of areas that are accessible to vehicles, portions of which need coverage, even if temporarily or ad hoc coverage.
The mobile relays topology may change depending on dynamic coverage demand, e.g the vehicle relays can move or reconfigure to provide access to different areas or moving users, when and where indoor coverage is required.
Sensors and other IoT devices in the facility (for example air quality meters in the parking garage), as well as users who need only periodic connectivity (e.g. to upload and download data opportunistically), will receive connectivity from the transient coverage extension. This will enable data collection from a range of otherwise isolated devices and other communication on a periodic basis, or as needed (e.g. during a disaster response).
Other relay connectivity options, to extend coverage in remote areas such as mines, are also supported by 5G ([2]).
==================
References
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5.2	IMT applications in oil and gas sector
<No input>

5.3	IMT applications in distribution and logistics
Pallet Tracking
Reusable pallets (plastic or other material) can be commonly used in logistics, providing a cost-effective solution and long-term return on investment by avoiding packaging waste. Such pallets can be used for providing goods between a warehouse and several distribution sites and stores, e.g. for the transport of accessory and spare parts to the assembling line of a manufacturer for example.
Some of the main challenges associated to the use of such pallets are the retention on site as well as the loss (or theft) of these pallets. Therefore, tracking of pallets is important for the productivity while providing better inventory control and improved quality and the objective of pallet tracking application is to improve/optimize flow by reducing retention on site and loss or theft and to maximize the duration of use of such pallet. 
Regarding how 5G can be used and applied for such application, one can assume that each pallet is equipped with a small size 5G IoT device including a 5G communication module with a very small battery. The battery-powered IoT UE should be able to operate for the entire lifetime of the reusable pallet (e.g. few years) without large capacity battery packs and without being replaced during this period of time. The 5G system can also be interfaced to an application server (e.g. Pallet Tracking Management System) which can track the overall flows of all pallets it is managing.
In one specific example, automotive spare parts and accessories may need to be delivered from the supplier to an assembly line of an automotive manufacturer with reusable plastic pallets. When in movement, each pallet is capturing often its location position. It is not necessary needed to send its location position all the time but it may be needed to store it on a regular basis (to be set up in function of the owner requirements - for example every 5 minutes) then to send on a less regular basis (every hour for example) a status update which include its position or all positions captured regularly since the previous status update as well as its battery status. The status update can be based as well on event (arrival on the distribution site or assembling line for example). When the pallet is on the distribution site, it will continue to send regular update communicating its status and position enabling to inform when a pallet is staying longer than needed on this site or when moving outside of the zone allowed for the pallet. In this case, an alert is sent. When they are empty (and not used), the pallets are piled up on each other. The pallets may still communicate their status update even when piled up in order for the Pallet Tracking Management System to have an accurate inventory.
==========
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5.4	IMT applications in construction and similar usages
<No input>

5.5	IMT applications in enterprises and retail sector
Time resiliency for financial enterprises
Financial markets require precise and verifiable timing on trades to meet regulatory oversight, maintain precise records and prevent fraud. A timing resiliency service can support these time constraints by synced time stamps and traceability to UTC. The 5G system could provide efficient time resiliency, and this can work as either a replacement or backup for other time services such as GNSS or fiber [1]. Figure x illustrates an example scenario.
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Figure x Example of time resilience use case for financial markets.
In one approach (see Fig x-1), the 5G system can provide traceability to UTC up to the DS-TT. In such case, the 5G system needs to continuously monitor and audit each link within the time distribution chain within the 5G system domain. The UTC traceability is certified up to the provision point at the DS-TT. Therefore, monitoring, calibration, and certification functionalities are required at the DS-TT. 
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Figure x-1: UTC time distribution with 5G system indicating the traceability chain

Enhanced user experience in shopping/entertainment venues
A concert venue can deploy IMT applications to support a better audience experience, including live streaming as well as integrated services for audience participation. As individuals in the audience move around the venue, they can enjoy optimal visual and audio experiences via their smartphone or other devices. By selecting from a suite of offered audio and video channels, the user has access to audio and video from stage 1 while enjoying lunch at the bar. Meanwhile, a friend at stage 2 sends a video clip of a great drum solo, which the user can access on the same device.
[image: ]
[bookmark: _Ref528821932]Figure x: Example scenario for live production with integrated audience services [2]
An alternate perspective is illustrated by daily operation of retailers and shopping malls enhanced with IMT applications providing information on the potential customers visiting their physical storefronts. 
By making use of various sensors, e.g., motion detectors, cameras, and collecting positioning and ranging data, shopping malls can detect and categorize shoppers into customer personas such as a parent interested in children’s goods, an elderly interested in a hobby, and so on, predict their near-future traffic patterns, and identify potential customers visiting each individual shop [3] [4] [5]. Based on the area-specific potential customers, the retailers can optimize their operations: increasing, decreasing, or reallocating staff, adjusting the selling goods or restaurant menus, and sending coupons to passersby for items they are likely to want. 
=================
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5.6	IMT applications in healthcare
Critical medical applications
5G can have an important impact on healthcare through wirelessly and continuously collecting patient’s monitoring data for processing and centralized storage. Also, 5G enables shifting care location from hospitals to homes and others remote facilities which translates into additional savings. Other cost savings can be achieved for hospitals where wireless transmission of low latency data streams improves operating room planning, enable streamlining equipment usage and simplifies operating theater implementation.
Various use cases can be considered, possibly categorized as follows [1]:
-	Use cases covering the delivery of critical local care in the context of a hospital or a medical facility where the medical team and the patients are collocated. In these use cases, devices and people can consume indoor communication services delivered by non-public networks. 
-	Use cases of remote care, where medical specialists and patients are located at different places. This, in particular, covers medical services delivered by first rescuers. In this context, devices and people consume communication services delivered by PLMNs where a mobile network operator can use network slicing as a means to provide a virtual private network, or private slice.
Two examples are described below.
[bookmark: _Toc20922699]Local Operating Room (OR) - Duplicating Video on additional monitors
In the context of image guided surgery, two operators are directly contributing to the procedure:
· A surgeon performing the operation itself, using relevant instruments;
· An assistant controlling the imaging system (e.g., laparoscope).
In some situations, both operators prefer not to stand at the same side of the patient. And because the control image has to be in front of each operator, two monitors are required, a primary one, directly connected to the imaging system, and the second one being on the other side. The picture below gives an example of work zones inside an operating room for reference:
[image: Image associÃ©e]
[bookmark: _Ref527828519][bookmark: _Ref527828512]Figure 5.2.2.1-1: Example of operating work zones
As shown on Figure x-1, additional operators (e.g., surgery nurse) may also have to see what is happening in order to anticipate actions (e.g., providing instrument).
The live video image has to be transferred on additional monitors with a minimal latency, without modifying the image itself . The latency between the monitors should be compatible with collaborative activity on surgery where the surgeon is for example operating based on the second monitor and the assistant is controlling the endoscope based on the primary monitor. All equipment is synchronized thanks to the Grand Master common clock. 
Telesurgery
Remote surgery (also known as telesurgery) is the ability for a doctor to perform surgery on a patient even though they are not physically in the same location. It is a form of telepresence. A robot surgical system generally consists of one or more arms (controlled by the surgeon), a master controller (console), and a sensory system giving feedback to the user.
In a specific example, an injured patient may need a very delicate surgery to clear a heart vessel. The level of expertise needed is not available at his local hospital but the hospital has managed to find a specialist in another hospital within the same country (he/her cannot physically be present for the operation). 
The set up for the telesurgery is shown in the diagram below. The patient lies on the operating table connected to the Robotic machine which is connected to the 5G network. This system has a video monitor, audio stream, robotic arm. The system is operated by a teleoperator. A training monitor is also connected to the same cloud network using the 5G network, for other observes to view the procedure.
[image: ]
Figure x: Typical robotic system setup for teleoperations
The Master Console system is located at the remote location of the surgeon who is able to control the robotic arm that does the surgery and issues audio commands for the doctors and nurses assisting them in the operation at the hospital. The forward link transports real time commands to control motion and rotate the robotic arm of the teleoperator along with voice stream of the surgeon.
The feedback from the teleoperator at the local hospital to the surgeon at a remote location is transporting real time multi modal sensing which includes: 3D stream, force feedback e.g. pressure, tactile feedback e.g. tissue mechanical properties and patient’s physiological data such as blood pressure, heart rate along with voice stream from assistant nurses, anaesthetists and other collaborating surgeons by the patient’s side.
The performance of the telesurgery may impose stringent communication requirements on 5G, e.g. latency, jitter and packet loss.
=========
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5.7	IMT applications in utilities
Electric Power Distribution with renewable energy sources [1]
The main goals of future electric-power distribution includes―among others―the reduction of CO2 emissions by relying on renewable energy sources (RES), decentralisation of energy production, continuous matching of injected and outgoing energy levels, resource efficiency, cost efficiency, maximum security, and reliable provisioning of services to consumers. 
These improvements are important for addressing the needs of increasingly volatile and decentralised markets. A major enabler for all this are inter-connected communication systems and computing infrastructure, which interconnects control centres, substation automation units, energy storage systems, and power plants of all sizes in a flexible, secure and consistent manner. 5G may significantly contribute to revolutionising the way how electric energy is monitored, stored, and controlled for the entire industry sector.
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Figure x: Communication Links in Future Energy Networks with up to 100% RES
Application areas that could be applied to communication in scenarios depicted in Figure [x] are:
Primary frequency control: The focus of this application area is on the instant monitoring and control of the frequency in the grid. In frequency control, the grid can be a long-distance transmission network covering countries or large parts there-of, or short-distance distribution networks connecting local consumers and distributed producers of energy. Typically, primary frequency control uses decentralised or distributed control architectures allowing taking corrective actions swiftly on a local level. 
Secondary frequency control: The focus of this application area is the second, less time-critical correction of the frequency in the grid. Typically, secondary frequency control uses centralised control architectures, allowing frequency control units to take corrective actions across all parts of the controlled power network. 
Distributed voltage control: The focus of this application area is monitoring and control of the voltage levels in distribution networks. Sensors located close to the electric inverters in the local grid measure the impedance on the grid and forward these values to a voltage control unit co-located with a secondary substation automation unit. The correction action is a target impedance value that is sent to the electric inverters so that additional energy can be injected into the grid, or electric inverters may throttle the energy added by power plants or storage systems. 
Other application areas are differential protection, fault location, isolation, and service restauration.

Line current differential protection in power distribution grid [2] 
This is one of several smart grid distributed control use cases supported by 5G. 
Line current differential protection has been widely used in electrical transmission systems to protect High-Voltage (HV) transmission lines. As a proven protection mechanism, it is also deployed for power distribution networks to protect (Medium-Voltage) MV distribution lines where applicable. The popularity of line current differential protection comes from the fast protection mechanism, reliability and the absolute selectivity of protected zones. Therefore, for Low-Voltage (LV) and MV power lines (both underground and overhead), current differential protection could be deployed easily with cellular technology without having to lay dedicated communication cables, either in refurbishment or new distribution substation construction projects.
[image: Diagram, schematic
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Figure Y: Line Current Differential Protection by two protection relays (Relay_a and Relay_b), deployed in two substations
In terms of sampling, a protection relay needs to sample the local current periodically, and transfers sampled data within a pre-defined time period T. Secondly, once the buffered samples pertinent to the same instant in time are available, the relay must align them in time. As a relay needs to perform correct alignment of local and received data before calculating the differential current, the relay needs to know well enough when the remote relay transmits a specific data packet. Current clock synchronization is realized by relays attaching timestamps to measurement samples before transmission.
==========
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5.8	IMT applications community and education sector
[bookmark: _Toc29479022]Professional live conference / presentation events
In various on-site live audio presentation scenarios, one or several persons (presenters) are holding a talk in front of an interested audience, which can interact with the presenter/s, for instance by posing questions. Other scenarios include the moderation of corporate events, panel discussions or conferences.
On-site live audio presentation scenarios are typically confined to a local area, e.g. conference rooms, lecture halls, press centres and trade fairs. They can be located indoors or outdoors. Typical operation has a defined duration known in advance. Characteristic for this use case is that all production equipment is available at the location, the wireless communication service is limited to the local area and all audio processing such as audio mixing is done in real time. The wireless network covering the venue/location may be provided by a PLMN or a local non-public network (NPN).
Wireless microphones are used for capturing audio from presenters within the local service area. A large number of simultaneously active wireless microphones can be expected. These wireless microphones can be scattered into different rooms, stages or spaces within the same complex. The captured audio signals are transmitted to a central audio mixing console. The audio mixing console creates the new desired audio streams. These streams delivered to downstream equipment and applications, such as amplifiers and loudspeakers of a public-address system, streaming services for hearing impaired participants, translation services, recordings, etc. 
An example scenario is shown in Fig. x-1, including both indoor and outdoor audience.
[image: ]
Figure x-1: On site Live audio presentation network

[bookmark: _Toc29479092]Audio&Video streaming in professional live events
Using wireless technologies for producing and capturing a live event (e.g. a concert), i.e. for further exploitation of its cultural and creative content, maybe quite challenging. For instance, during a concert, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. Cameramen operate their wireless cameras capturing the performance. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional A/V productions.
See an example scenario in Figure x-2 [1]. Each wireless camera signal is streamed to a central video mixing console and each camera receives a control and video return signal. The video mixing console does the mixing and combining of the different video streams. Most cameramen rely on receiving a personalized video mix of the event streamed back to his camera viewfinder. In this context, personalized means that each cameraman can receive a different video mix (i.e. point to point downlink transmission) fully adapted to his/her needs and preferences. Sometimes a group of cameramen in the production may want to receive the same video-mix. For this latter case, a point to multipoint downlink transmission could be chosen. The video mixing console produces further outgoing streams for the stage video monitoring device, playout and recording. 

[image: Diagram
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Figure x-2: Live content production network
From a 5G deployment point of view, one example could assume a temporary infrastructure using a 5G local non-public network (NPN) is setup on site, together with all PMSE equipment required to produce the event. Multiple cameras will connect via this local non-public 5G network to the studio or outside broadcast van. All audio&video data is sent via the local non-public 5G network for communication, camera control, GPS data, AR sensor data, and return video.
=============
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5.9	IMT applications in manufacturing

Connecting Factories of the Future
With the recent changes and digital evolution of the manufacturing industry and factories of the future, often referred to as "Industry 4.0", 5G wireless connectivity plays a key role in supporting several industrial applications, especially with respect to end-to-end latency, communication service availability, jitter, and determinism. Typical manufacturing application areas, and example use cases can be summarized as shown in Table x [1].
Table x: Manufacturing applications (rows) and example use cases (columns) 
	
	Motion control
	Control-to-control
	Mobile control panels with safety
	Mobile robots
	Massive wireless sensor networks
	Remote access and maintenance
	Augmented reality
	Closed-loop process control
	Process monitoring
	Plant asset management

	Factory automation
	X
	X
	
	X
	X
	
	
	
	
	

	Process automation
	
	
	
	X
	X
	
	
	X
	X
	X

	HMIs and Production IT
	
	
	X
	
	
	
	X
	
	
	

	Logistics and warehousing
	
	X
	
	X
	
	
	
	
	
	

	Monitoring and maintenance
	
	
	
	
	X
	X
	
	
	
	



Major general challenges and particularities of the Factories of the Future include the following aspects:
1)	Industrial-grade quality of service is required for many applications, with stringent requirements in terms of end-to-end latency, communication service availability, jitter, and determinism.
2)	There is not only a single class of use cases, but there are many different use cases with a wide variety of different requirements, thus resulting in the need for a high adaptability and scalability of the 5G system.
3)	Many applications have stringent requirements on safety, security (esp. availability, data integrity, and confidentiality), and privacy.
4)	The 5G system can support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same machine or production line.
5)	Production facilities usually have a rather long lifetime, which may be 20 years or even longer. Therefore, long-term availability of 5G communication services and components are essential.
6)	5G systems support non-public network operation within a factory or plant, which can have standalone operation (i.e. a non-public network can operate without dependency on a PLMN) or can be integrated within a PLMN.
7)	The radio propagation environment in a factory or plant can be quite different from the situation in other application areas of the 5G system. It is typically characterised by very rich multipath, caused by a large number of—often metallic—objects in the immediate surroundings of transmitter and receiver, as well as potentially high interference caused by electric machines, arc welding, and the like.
8)	The 5G system is able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems and to do efficient root-cause analyses in order to avoid any undesired interruption of the production processes, which may incur huge financial damage. Particularly if a third-party network operator is involved, accurate SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations.
[bookmark: _Toc45389376]Integration of 5G networks with TSN networks 
Time-Sensitive Networking (TSN) is an important functionality of industrial communication networks, and the  integration of 5G networks and IEEE 802.1-based TSN networks is very beneficial ([2]). 
The integration between the IEEE 802.1-based networks and the 5G networks can be through the 5G LAN service of the 5G network on the network side and/or on the UE side (see Figure x). The integration on the UE side is used, for instance, in use cases where machinery, AGVs, or robots with their own internal network (wired, TSN) are connected to the backhaul part of the industrial communication network through a 5G wireless link in order to enable mobility or tether less movements.
[image: ]
Figure x: Integration of IEEE 802.1-based TSN networks with 5G networks (network side, UE side)
Depending on the actual physical process, the actual cyber-physical control application, the design of the machinery, AGVs, and robots, and the design of the integrated industrial communication network, different mappings of TSN/time synchronization functionalities to 5G network elements are possible. 
In general, the different functionalities for the time/clock synchronization are completely unrelated to the industrial communication network except that they need the communication network for distributing the time/clock synchronization messages. Time/clock synchronization is done within time domains or synchronization domains. There is usually one global time domain, that covers the whole industrial communication network, and multiple working clock domains, that are local and restricted to the devices that work together.
The functionalities of sync master and sync device can be associated with any network device in the industrial communication network. A device may be sync master for one domain and sync device for another domain concurrently.
In general, the sync master can be located on any device that is performant enough to provide the sync master functionality. For the global time domain, the sync master is usually located in the backhaul part or central part of the industrial communication network (non-5G network). For the working clock domains, the location of the sync master depends on the layout of the integrated 5G network / TSN network and the design of the machinery and production cell (the scope of the working clock domain). 
Regarding sync devices, they can be any device that is performant enough to handle the sync device functionality. Usually, all end devices with time/clock synchronization will be sync devices. The location of a sync device depends on the layout of the integrated 5G network / TSN network and the design of the machinery and production cell (the scope of a working clock domain). 
=============
References
[1] 3GPP TR 22.804: Study on Communication for Automation in Vertical Domains
[2] 3GPP TR 22.832: Study on enhancements for cyber-physical control applications in vertical domains

5.10	IMT applications in airports and ports
Maritime industry and communications
The maritime industry has specific use cases and communication requirements that may not apply to other industries. IMT 5G support can be used to address such specific needs, for example [1]:
· secure mechanisms to associate a UE identity with a vessel identity.
· long communication range 
· determining accurate position, heading and speed of UEs, e.g.  for maritime emergency requests or assisting other UEs with safety information.
· mechanisms of distributing a maritime emergency requests received from a UE to other UEs on a vessel.
Some use cases are described below [2].
Pilotage service in ports
The use case on pilotage service is to provide shipboard users such as a pilot or a shipmaster and shore-based users such as pilot authorities, pilot organization or bridge personnel the exact information necessary to manoeuvre vessels over IMT systems through pilotage areas such as dangerous or congested waters and harbours or to anchor vessels in a harbour in order to safeguard traffic at sea and protect the environment.
Tug service in ports
A tug is a boat or ship that manoeuvres vessels by pushing or towing them. Tugs move vessels that either should not move by themselves (e.g. vessels passing in a narrow canal, berthing and unberthing operations) or those that cannot move by themselves (e.g. barges, disabled ships, oil platforms). The use case of tug service is described for ship assistance (e.g. mooring), towage (in harbour/ocean), or escort operations to safeguard traffic at sea and protect the environment by IMT systems.
===========
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5.11	IMT applications in the agriculture sector
[bookmark: _Toc533173414]Smart farming
Smart farming is about the application of data gathering (edge intelligence), data processing, data analysis and automation technologies within the overall agriculture value chain. One of the newest trends in agriculture is using the advancement in IoT technology to make smarter decisions which may lead to reduce farming costs, and boost production. 
This Smart farming is something that is already happening, as corporations and farm offices collect vast amounts of information from crop yields, soil-mapping, fertiliser applications, weather data, machinery, and animal health (e.g., animal health data collected from sensors are used for monitoring and early detection of events and health disorders in animals can be prevented).
Two examples are described below ([1]).
[bookmark: _Toc533173416]Automated irrigation
This use case describes a typical example of using 5G networks for supporting smart farming when it comes to data collection and processing of information. Automated irrigation systems contain valves and sensors deployed around the farmland, which is centrally controlled and managed by an information management system.
The information management system, which can be a 5G device or 5G network services, stores and processes the data collected from the sensors. When the soil needs to be irrigated, e.g. the moisture level is low and humidity is also low compared to what was pre-defined. the information management system detects the low soil moisture level and low air humidity from the data collected from the sensor then a trigger is automatically activated to send control messages to open the water valve(s) and allow water to irrigate the soil and increase the level of soil moisture. At the same time an alert is sent to the farmer to report that the action that has taken place. When the pre-defined level of soil moisture is reached, the sensor(s) report(s) this to the information centre and a trigger is activated to automatically close the water flow. The management information systems will notify the farmer valve has closed. 
[image: A screenshot of a video game
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Figure x-1: Automated irrigation system
[bookmark: _Toc533173423]Protection against animal poaching
Animal poaching can be a challenging issue in many farming environments. Although armed personnel are deployed to stop poaching, they need to be quick to reach the animals that are being poached and this, in some cases, can be very challenging. With the use of a 5G and automated sensor monitoring, it is possible to quickly detect animals that are being hunted. This will give the rangers a better opportunity to be proactive rather than reactive.
Consider a reserve that has all animals tagged or injected with sensors as shown in the picture below (Figure x-2). These sensors send data to a processing centre, i.e. an information management centre, which can either be deployed in a 3GPP network or a 3GPP device. On a regular basis, sensor data is sent from the animals and from the sensors in the environment to the information management centre. If an animal happens to be in distress, the temperature sensor on animal may indicate an increase in temperature, and sensor pulse data also indicates an increase in pulse rate. 
The sensor data from the environment is also collected, and a combination of all the information is processed so that a decision can be made whether to send a drone-based sensor and to take pictures. The data is processed together with the sound that is being picked up in the neighbouring ground sensor to detect if it is another animal that is chasing the distressed animal or it is being chased or chasing another animal. If this sound indicates that it there is an external threat then the sensor automatically initiates a drone or ranger to go view the area. Captured pictures are sent to the information management centre for processing.

[image: A picture containing graphical user interface
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Figure x-2: 5G to support protection against animal poaching
===================
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5.xx	IMT applications in Gaming
Cloud/Edge/Split Rendering for Gaming
The use of mobile devices for gaming is becoming more and more popular, can be a normal smart phone or AR/VR devices. When playing the game, the sensors within the devices produce some data which is needed to perform rendering computing.  Different rendering scenarios exist [1], e.g., rendering may be done exclusively on the device or, all or part of the rendering can be done in the network/cloud.
For cloud rending use case, the user device doesn’t perform rendering computing, but it sends the sensor data in uplink direction to the cloud side in a real time manner.  When the cloud side receives the sensor data, it performs rendering computing and produces the multimedia data and then sends back to the user devices for display. The following Figure shows the general idea.
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Figure x-1: Cloud rendering for games
In order to reduce the latency, edge computing can be enabled for the cloud side.   
Compared with existing gaming services, cloud gaming is extremely delay and bandwidth sensitive because there is no buffer for the video frame and any non-real time delivery or packet loss will cause discontinuous frame or bad gaming experience.  To address some of these challenges, so-called "split" rendering architectures are also possible, where the device is able to do local/partial rendering. One [image: A screenshot of a computer
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Figure x-2: Split Rendering (video streaming case)
The general gaming service flow can be summarized as follows:
1)	The game player turns on the 5G device and starts to play the game.  The gaming app performs hand-shake with the server side so that end-to-end transportation path of the game related data is established.
2)  The cloud rendering server may request 5G network to steer the traffics towards local cloud rendering server in local data network.
3)	The sensor data are produced within the user device and these data are sent to the cloud render server via 5G in uplink direction.
4)	The cloud rendering server perform rendering and produce multimedia or pre-rendered graphics data.
5)	Multimedia or pre-rendered graphics data are sent to the use device in downlink direction.
6)	The end use device performs multimedia decoding and potentially post-rendering and then displays the audio-visual viewport.
Transportation of uplink sensor data and downlink multimedia/pre-rendered data has very stringent requirements on packet delay and bandwidth.
Multi-modal haptic gaming
Immersive multi-modal gaming applications may include multiple types of devices such as VR glass, gloves and other potential devices that support haptic and/or kinaesthetic interaction. These devices can be 5G UEs connected to the immersive multi-modal VR application server via the 5G network, see Figure x-2 [2].
Based on the service agreement between MNO and immersive multi-modal VR application operator, the application operator may in advance provide the 5G network with the application information including the application traffic characteristics and the service requirement for network connection.
5G UE (gloves)
Application Server
5G network

Service data flows

5G UE (VR glasses)

Figure x-1. Immersive multi-modal gaming
In a typical example, the application user utilizes the devices to experience immersive multi-modal VR application. The user powers on the devices to connect to the application server, then the user starts the gaming application. During the gaming running period, the devices periodically send the sensing information to the application server, including haptic and/or kinesthetic feedback signal information, which is generated by haptic device, and the sensing information such as positioning and view information, which is generated by the VR glasses. According to the uplink data from the devices, the application server performs necessary process operations on immersive game reality including rendering and coding the video, the audio and haptic model data, then application server periodically sends the downlink data to the devices, with different time periods respectively, via 5G network. The devices, respectively, receive the data from the application server and present the related sensing including video, audio and haptic to the user.
===========
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5.xy	IMT applications in the Rail sector
Over the last 20 years, the ground-to-train communication system has become a core part of railway operations, enabling significant harmonisation and improvement of previously heterogeneous railway services and applications under legacy analogue systems. 
The evolution of such system, and its integration with IMT networks, is expected to revolutionize numerous aspects of digitalisation in the Rail sector. Future Railway Mobile Communication System (FRMCS), standardized by 3GPP (in cooperation with UIC and other rail sector stakeholders and authorities), targets to be the future worldwide telecommunication system relying on 5G and Mission-Critical Services (MCX) to support critical communications for rail networks. 
One example of those critical communication applications is the Railway Emergency Communication (REC). REC serves two main purposes in railway operation: (1) Alert Drivers or other railway staff about an emergency. Receiving such alert will result in immediate actions to be taken by the recipients. These actions are defined by operational rules, e.g., a driver will slow down train speed to 40km/h, drive on sight, and (2) based on operational rules, additional information about the emergency can be exchanged using voice and/or data communication.
[image: Diagram
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Figure x: Illustration of FRMCS Users in a railway emergency alert area
Other FRMCS use cases include automated train operation and, in future, fully self-driving trains, which cannot exist without a high-performance, secure telecommunications network. Equally, sophisticated train monitoring systems will not be possible without a high-quality mobile network. Not to mention the remote operation/information or the inevitable use of video support which will be a necessary part of modern rail applications.
Different applications and related use cases are described e.g., in [1] for on-network mode, and [2] for off-network mode. The corresponding requirements are available in e.g., [3] and [4]. 
================
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3GPP 5G service-level performance requirements
Different 5G capabilities and requirements are needed to support specific industrial applications and use cases. A set of performance requirements identified for some of the categories described in sec. 5 are summarized below (from [1], [2], [3]).

Healthcare
Table x‑1: Low latency ultra-reliable imaging/video traffic for medical applications [2]
	Profile
	Characteristic parameter
	Influence quantity

	
	availability: target value in %
	reliability: Mean Time bw Failure
	End-to-end latency
	Bit rate
	Direction
	Message
Size
[byte]
	Survival time
	UE speed
(km/h)
	# of active UEs
connection
	Service Area


	UHD medical video over NPNs
	>99.99999
	>1 year
	<1 ms
	< 50 Gbit/s
	UL; DL
	~1500 - ~9000 
	~8ms
	stationary
	1
	100 m2

	Ultrasound images over NPNs
	>99.9999
	>1 year
	<10ms
	500 Mbit/s - 4 Gbit/s 
	UL; DL
	~1500
	20-100 ms 
	stationary
	1
	100 m2

	UHD video telesurgery over PLMNs
	>99.9999
	>1 year
	< 20 ms
	< 6 Gbit/s
	UL; DL
	~1500 - ~9000 
	~16 ms
	stationary
	<2 per 1000 km2
	<400 km 

	UHD video for medical exam over PLMNs
	>99.99
	>1 month
	<20 ms 
	<4 Gbit/s 
	UL; DL
	~1500 -9000 
	~16 ms 
	stationary
	<20 per 100 km2 
	<50 km 

	Ultrasound images over PLMNs
	>99.999
	>>1 month (<1 year)
	<20 ms
	<200 Mbit/s
	UL; DL
	~1500
	~16 ms
	stationary
	<20 per 100 km2
	<50 km 

	CT/MR real time scan over PLMNs
	>99.999
	>>1 month (<1 year)
	< 100ms
	<670 Mbit/s
	UL, DL
	~1500
	<100 ms
	<150
	<20 per 100 km2
	<50 km 



Utilities
Table x: Service performance requirements for Electrical Distribution and Smart Grid [3]
	Characteristic parameter
	Influence quantity

	Communication service availability: target value [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: target value
	Survival time
	# of UEs
	Service area

	Primary Frequency Control (Centralized and Decentralized Control)

	99.999
	TBD
	~ 50 ms 
	~ 100
	~ 50 ms
	TBD
	≤ 100,000
	several km2 up to 100,000 km2

	Distributed Voltage Control

	99.999
	TBD
	~ 100 ms
	~ 100
	~ 200 ms
	TBD
	≤ 100,000
	several km2 up to 100,000 km2

	Distributed automated switching for isolation and service restoration: Typically event-driven, aperiodic deterministic communication service supporting fault detection and isolation.

	> 99.999 %
	-
	20 ms 
	-
	< 100
	-
	-
	stationary

	Intelligent Distributed Feeder Automation

	99.999
	–
	Normal: 1 s;
Fault: 2 ms
	-
	Normal: 1 s;
Fault: 2 ms
	–
	–
	54-78/km2 

	High speed current differential protection Automation (stationary UE, Decentralized Control)

	> 99.999 
	-
	5-15 ms
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	≤ 100/km2
	several km2

	Smart grid millisecond-level precise load control

	99.999 9
	– 
	< 50 ms
	< 100
	n/a 
	-
	10 km-² to 100 km-²
	TBD

	Distributed Energy Storage (stationary UE)

	> 99.9
	-
	DL: < 10 ms
UL: < 10 ms
	UL: 800 kbyte
	UL: 10 ms
	-
	> 10/km2 (urban); 
> 100/km2 (rural)
	several km2

	Central Power Generation

	99.999 999 9
	~ 10 years
	16 ms
	-
	≤ 1 ms
	-
	-
	Several km2



Community, education (A/V applications)
Table x: Low-latency periodic deterministic audio [2]
	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency 
	Transfer interval
	Packet error rate 
	Data rate UL
	Data rate DL

	Music Festival
	200
	10 km/h
	500 m x 500 m
	750 µs
	250 µs
	10-6
	500 kbit/s
	-

	
	100
	10 km/h
	500 m x 500 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s

	Musical
	30
	50 km/h
	50 m x 50 m
	750 µs
	250 µs
	10-6
	500 kbit/s
	-

	
	20
	50 km/h
	50 m x 50 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s

	
	10
	-
	50 m x 50 m
	750 µs
	250 µs
	10-6
	-
	500 kbit/s

	Semi-professional
	10
	5 km/h
	5 m x 5 m
	750 µs
	250 µs
	10-6
	100 kbit/s
	-

	
	10
	5 km/h
	5 m x 5 m
	750 µs
	250 µs
	10-6
	-
	200 kbit/s

	
	2
	-
	5 m x 5 m
	750 µs
	250 µs
	10-6
	-
	100 kbit/s

	AV production
	20
	5 km/h
	30 m x 30 m
	750 µs
	250 µs
	10-6
	1.5 Mbit/s
	-

	
	10
	5 km/h
	30 m x 30 m
	750 µs
	250 µs
	10-6
	-
	3 Mbit/s

	Audio Studio
	30
	-
	10 m x 10 m
	750 µs
	250 µs
	10-6
	5 Mbit/s
	-

	
	10
	5 km/h
	10 m x 10 m
	750 µs
	250 µs
	10-6
	-
	1 Mbit/s



Table x-2: Low-latency periodic deterministic audio - presentation use cases [2]
	Profile
	# of active Ues
	UE Speed
	Service Area
	E2E latency 
	Transfer interval 
	Packet error rate 
	Data rate UL
	Data rate DL

	Ad hoc
	20
	5 km/h
	300 m x 300 m
	4 ms
	1 ms
	10-5
	200 kbit/s
	-

	
	8
	stationary
	300 m x 300 m
	4 ms
	1 ms
	10-5
	-
	200 kbit/s

	Campus
	1000
	5 km/h
	2 km x 2 km
	4 ms
	1 ms
	10-5
	200 kbit/s
	-

	Conference
	10
	5 km/h
	100 m x 100 m
	4 ms
	1 ms
	10-5
	1.5 Mbit/s
	-

	
	4
	stationary
	100 m x 100 m
	4 ms
	1 ms
	10-5
	-
	1.5 Mbit/s

	Lecture room
	4
	5 km/h
	10 m x 10 m
	4 ms
	1 ms
	10-5
	50 kbit/s
	-

	
	2
	stationary
	10 m x 10 m
	4 ms
	1 ms
	10-5
	-
	50 kbit/s




Table x-3: Low latency video [2]
	Profile
	# of active Ues
	UE Speed
	Service Area
	E2E latency 
	Packet error rate 
	Data rate UL
	Data rate DL

	Uncompressed UHD video
	1
	0 km/h
	1 km2
	400 ms
	10-10 UL
10-7 DL
	12 Gbit/s
	20 Mbit/s

	Uncompressed HD video
	1
	0 km/h
	1 km2
	400 ms
	10-9 UL
10-7 DL
	3 .2 Gbit/s
	20 Mbit/s

	Mezzanine compression UHD video
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7 DL
	3 Gbit/s
	20 Mbit/s

	Mezzanine compression HD video
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7 DL
	1 Gbit/s
	20 Mbit/s

	Tier one events UHD
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7 DL
	500 Mbit/s
	20 Mbit/s

	Tier one events HD
	5
	0 km/h
	1000 m2
	1 s

	10-8 UL
10-7 DL
	200 Mbit/s
	20 Mbit/s

	Tier two events UHD
	5
	7 km/h
	1000 m2
	1 s

	10-8 UL
10-7 DL
	100 Mbit/s
	20 Mbit/s

	Tier two events HD
	5
	7 km/h
	1000 m2
	1 s

	10-8 UL
10-7 DL
	80 Mbit/s
	20 Mbit/s

	Tier three events UHD
	5
	200 km/h
	1000 m2
	1 s

	10-7 UL
10-7 DL
	20 Mbit/s
	10 Mbit/s

	Tier three events HD
	5
	200 km/h
	1000 m2
	1 s

	10-7 UL
10-7 DL
	10 Mbit/s
	10 Mbit/s

	Remote OB
	5
	7 km/h
	1000 m2
	6 ms
	10-8 UL
10-7 DL
	200 Mbit/s
	20 Mbit/s



Retail

Table x-1: Timing resiliency performance requirements for 5G System [1]
	Use case
	Holdover time 
	Sync target
	Sync accuracy
	Service area
	Mobility
	Remarks

	Power grid (5G network)
	Up to 24 hour
	UTC 
	<250 ns to1000 ns 
	< 20 km2
	low
	When 5G System provides direct PTP Grandmaster capability to sub-stations 

	Power grid (time synchronization device)
	>5 s
	UTC 
	<250 ns to1000 ns 
	< 20 km2
	low
	When 5G sync modem is integrated into PTP grandmaster solution (with 24h holdover capability at sub-stations)



Table x-2: Timing resiliency accuracy KPIs for members or participants of a trading venue [1]
	Type of trading activity
	Maximum divergence from UTC
	Granularity of the timestamp 

	Activity using high frequency algorithmic trading technique 
	100 µs
	≤1 µs

	Activity on voice trading systems 
	1 s
	≤1 s

	Activity on request for quote systems where the response requires human intervention or where the system does not allow algorithmic trading 
	1 s
	≤1 s

	Activity of concluding negotiated transactions 
	1 s
	≤1 s

	Any other trading activity 
	1 ms
	≤1 ms



Table x-3: Performance requirements for Horizontal and Vertical positioning service levels [1]
	Positioning service level
	Absolute(A) or RelativeI positioning
	Accuracy 
(95 % confidence level)
	Positioning service availability
	Positioning service latency 
	Coverage, environment of use and UE velocity 

	
	
	Horizontal Accuracy 

	Vertical
 Accuracy
	
	
	5G positioning service area
	5G enhanced positioning service area


	
	
	
	
	
	
	
	Outdoor and tunnels
	Indoor

	1
	A
	10 m
	3 m
	95 %
	1 s
	Indoor - up to 30 km/h
Outdoor 
(rural and urban) up to 250 km/h
	NA
	Indoor - up to 30 km/h

	2
	A
	3 m
	3 m
	99 %
	1 s
	Outdoor 
(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 
(dense urban) up to 60 km/h
Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	3
	A
	1 m
	2 m
	99 %
	1 s
	Outdoor 
(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor 
(dense urban) up to 60 km/h
Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	4
	A
	1 m
	2 m
	99,9 %
	15 ms
	NA
	NA
	Indoor - up to 30 km/h

	5
	A
	0,3 m
	2 m
	99 %
	1 s
	Outdoor 
(rural) up to 250 km/h
	Outdoor 
(dense urban) up to 60 km/h

Along roads and along railways up to 250 km/h
	Indoor - up to 30 km/h

	6
	A
	0,3 m
	2 m
	99,9 %
	10 ms
	NA
	Outdoor 
(dense urban) up to 60 km/h
	Indoor - up to 30 km/h

	7
	R
	0,2 m
	0,2 m
	99 %
	1 s
	Indoor and outdoor (rural, urban, dense urban) up to 30 km/h
Relative positioning is between two Ues within 10 m of each other or between one UE and 5G positioning nodes within 10 m of each other 



Factory/Manufacturing
Table x-1: Periodic deterministic communication in factories - performance requirements [3]
	Characteristic parameter
	Influence quantity
	

	Communication service availability
	reliability: mean time between failures
	End-to-end latency
	Msg size [byte] 
	Transfer interval: 
	Survival time 
	UE 
speed)
	# of Ues
	Service area 

	Remarks

	99.999 % to 99.999 99 %
	~ 10 years
	< transf. interval 
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 x 10 x 10 m
	Motion control

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transf. interval 
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transf. interval 
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1 kmx30 m x 10 m
	Control-to-control in motion control

	> 99.999 9 %
	~ 10 years
	< transf. interval 
	40 to 250
	<50ms 
	Transf
interval 
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots

	99.999 9 % to 99.999 999 %
	~ 1 month
	< transf. interval 
	40 to 250
	4 to 8 ms 
	Transf
interval 
	< 8 km/h)
	TBD
	50 x 10 x 4 m
	Mobile control panels

	99.999 9 % to 99.999 999 %
	≥ 1 year
	< transfer interval value
	20
	≥ 10 ms 
	0
	typically stationary
	typically 10 to 20
	≤ 100 m x 100 m x 50 m
	Process automation

	99.999 %
	TBD
	~ 50 ms 
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100,000
	up to 100,000 km2
	Primary frequency control

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	15 k to 250 k
	10 to 100 ms 
	transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots – video-operated

	> 99.999 9 %
	~ 1 year
	< transfer interval value
	40 to 250
	40 to 500 ms 
	transfer interval value
	≤ 50 km/h
	≤ 2,000
	≤ 1 km2
	Mobile robots 

	99.99 %
	≥ 1 week
	< transfer interval value
	20 to 255
	< 60 s 
	≥ 3 x transfer interval 
	typically stationary
	≤ 10,000 to 100,000
	≤ 10 km x 10 km x 50 m
	Plant asset management



Table x-2: Communication service performance requirements for industrial wireless sensors [3]
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value
	reliability: mean time between failure
	End-to-end latency 
	Transf
interval

	Service bit rate: user experienced data rate

	Battery lifetime [year]

	Message
Size
[byte] 
	Survival time 

	UE speed
	UE density [UE / m²]
	Range
[m]

	Remarks

	99.99 %
	≥ 1 week
	< 100 ms
	100 ms to 60 s
	≤ 1 Mbit/s
	≥ 5
	20
	3 x transfer interval
	Statio
nary
	Up to 1
	< 500
	Process monitoring, e.g. temperature sensor (A.2.3.2)

	99.99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 kbit/s
	≥ 5
	25 k
	3 x transfer interval
	Statio
nary
	Up to 0.05
	< 500
	Asset monitoring, e.g. vibration sensor (A.2.3.2)

	99.99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 Mbit/s
	≥ 5
	250 k
	3 x transfer interval
	Statio
nary
	Up to 0.05
	< 500
	Asset monitoring, e.g. thermal camera (A.2.3.2)



Table x-3: Clock synchronization service performance requirements for 5G factories [3]
	User-specific clock synchronicity accuracy level 
	Number of devices in one communication group for clock synchronisation
	5GS synchronicity budget requirement 
	Service area 
	Scenario 

	1
	up to 300 Ues
	≤ 900 ns
	≤ 100 m x 100 m
	· Motion control 
· Control-to-control communication for industrial controller

	2
	up to 300 Ues
	≤ 900 ns
	≤ 1,000 m x 100 m
	· Control-to-control communication for industrial controller



Gaming
Table x-1 AR/VR rendering and gaming - KPIs [1]
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	# of Ues

	UE Speed
	Service Area


	Cloud/Edge/Split Rendering

	5 ms (i.e. UL+DL between UE and the interface to data network) 
	0,1 to 1 Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.
	99,99 % in uplink and 99,9 % in downlink 
	-
	Stationary or Pedestrian
	Countrywide

	Gaming or Interactive Data Exchanging 

	10ms 
	0,1 to 1 Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.
	99,99 % 
	≤ 10
	Stationary or Pedestrian
	20 m x 10 m; in one vehicle (up to 120 km/h) and in one train (up to 500 km/h)



Table x-2: Multi-modal gaming - service performance requirements [1]
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Message size (byte)
	UE Speed
	Service Area
	

	Immersive multi-modal VR (UL: device  application sever)
	5 ms

	16 kbit/s -2 Mbit/s (without haptic compression encoding);
0.8 - 200 kbit/s (with haptic compression encoding)
	99.9% (without haptic compression encoding)
99.999% (with haptic compression encoding)
	1 DoF: 2-8 
3 DoFs: 6-24 
6 DoFs: 12-48 

	Stationary or Pedestrian
	typically 
< 100 km2

	Haptic feedback

	
	5 ms
	< 1Mbit/s
	99.99%

	1500
	Stationary or Pedestrian
	typically 
< 100 km2

	Sensing information e.g. position and view by VR glasses

	Immersive multi-modal VR (DL: application sever  device)
	10 ms

	1-100 Mbit/s
	99.9%

	1500
	Stationary or Pedestrian
	typically 
< 100 km2

	Video

	
	10 ms
	5-512 kbit/s
	99.9%

	50
	Stationary or Pedestrian
	typically 
< 100 km2

	Audio

	
	5 ms

	16 kbit/s -2 Mbit/s (without haptic compression encoding);
0.8 - 200 kbit/s (with haptic compression encoding)
	99.9% (without haptic compression encoding)

99.999% (with haptic compression encoding)
	1 DoF: 2-8 
3 DoFs: 6-24 
6 DoFs: 12-48
	Stationary or Pedestrian
	typically 
< 100 km2

	Haptic feedback





Rail communications
Table x: Performance requirements for rail scenarios – main line [4]
	Scenario
	End-to-end latency
	Reliability
	Speed limit
	User experienced data rate
	Payload
size
	Area traffic density
	Service area dimension

	Voice Communication for operational purposes
	≤100 ms
	99,9%
	≤500 km/h
	100 kbps
up to 300 kbps
	Small
	Up to 1 Mbps/line km
	200 km along rail tracks

	Critical Video Communication for observation purposes
	≤100 ms
	99,9%
	≤500 km/h
	10 Mbps
	Medium
	Up to 1 Gbps/km
	200 km along rail tracks

	Very Critical Video Communication with direct impact on train safety
	≤100 ms

	99,9%
	≤500 km/h
	10 Mbps
up to 20 Mbps
	Medium
	Up to 1 Gbps/km
	200 km along rail tracks

	
	≤10 ms

	99,9%
	≤40 km/h
	10 Mbps
up to 30 Mbps
	Medium
	Up to 1 Gbps/km
	2 km along rail tracks urban or station 

	Standard Data Communication
	≤500 ms
	99,9%
	≤500 km/h
	1 Mbps up to 10 Mbps
	Small to large
	Up to 100 Mbps/km
	100 km along rail tracks

	Critical Data Communication 
	≤500 ms
	99,9999%
	≤500 km/h
	10 kbps up to 
500 kbps
	Small to medium
	Up to 10 Mbps/km
	100 km along rail tracks

	Very Critical Data Communication

	≤100 ms
	99,9999%
	≤500 km/h
	100 kbps up to 1 Mbps
	Small to Medium
	Up to 10 Mbps/km
	200 km along rail tracks

	
	≤10 ms
	99,9999%
	≤40 km/h
	100 kbps up to 1 Mbps
	Small to Medium
	Up to 100 Mbps/km
	2 km along rail tracks

	Messaging
	-
	99.9%
	≤500 km/h
	100 kbps
	Small
	Up to 1 Mbps/km
	2 km along rail tracks 


=============
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