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====== FIRST CHANGE ======

[bookmark: _Toc26369193][bookmark: _Toc36227075][bookmark: _Toc36228089][bookmark: _Toc36228716][bookmark: _Toc68847035][bookmark: _Toc74610970][bookmark: _Toc75566249]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[bookmark: REF_3GPPTR21905][1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
   .
   .
   .
[182]		ISO/IEC 23090-14: Information technology — Coded representation of immersive media — Part 14: Scene Description for MPEG Media.

====== END OF FIRST CHANGE ======
====== 2nd CHANGE ======


[bookmark: _Toc26369195][bookmark: _Toc36227077][bookmark: _Toc36228091][bookmark: _Toc36228718][bookmark: _Toc68847037][bookmark: _Toc74610972][bookmark: _Toc75566251]3.1	Definitions
For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply:
NOTE:	A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
360-degree video: A real-world visual scene captured by a set of cameras or a camera device with multiple lenses and sensors covering the sphere in all directions around the centre point of the camera set or camera device. The term 360-degree video may be used to include also limited 360-degree video.
Limited 360-degree video: A 360-degree video in which the visual scene does not cover the entire sphere around the center point of the camera set or camera device but only a part of it. A limited 360-degree video may be limited i) in the horizontal field to less than 360 degrees, or ii) in the vertical field to less than 180 degrees or iii) in both the vertical and horizontal fields.
AMR, AMR-NB: Both names refer to the AMR codec (3GPP TS 26.071 [11]) and are used interchangeably in this specification.
Bitstream: A bitstream that conforms to a video or audio encoding format.
bitstream: A sequence of bits that forms the representation of one or more coded video or audio sequences.   
[bookmark: OLE_LINK19][bookmark: OLE_LINK22]CHEM: The Coverage and Handoff Enhancements using Multimedia error robustness feature.
Codec mode: Used for the AMR and AMR-WB codecs to identify one specific bitrate. For example AMR includes 8 codec modes (excluding SID), each of different bitrate.
Constrained terminal: UE that is (i) operating in radio access capability category series "M" capable of supporting conversational services, and/or (ii) a wearable device which is constrained in size, weight or power consumption (e.g. connected watches), excluding smartphones and feature phones.
DCMTSI client: A data channel capable MTSI client supporting data channel media as defined in clause 6.2.10.
DCMTSI client in terminal: A DCMTSI client that is implemented in a terminal or UE. The term "DCMTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.
Dual-mono: A variant of 2-channel stereo encoding where two instances of a mono codec are used to encode a 2-channel stereo signal.
Evolved UTRAN: Evolved UTRAN is an evolution of the 3G UMTS radio-access network towards a high-data-rate, low-latency and packet-optimized radio-access network.
EVS codec: The EVS codec includes two operational modes: EVS Primary operational mode (‘EVS Primary mode’) and EVS AMR-WB Inter-Operable (‘EVS AMR-WB IO mode’). When using EVS AMR-WB IO mode the speech frames are bitstream interoperable with the AMR-WB codec [18]. Frames generated by an EVS AMR-WB IO mode encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an AMR-WB encoder can be decoded by an EVS AMR-WB IO mode decoder, without the need for transcoding.
EVS Primary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average bit-rate for variable bit-rate operation; and 1 bit-rate for SID (3GPP TS 26.441 [121]). The EVS Primary can encode narrowband, wideband, super-wideband and fullband signals. None of these bit-rates are interoperable with the AMR-WB codec.
EVS AMR-WB IO mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec (3GPP TS 26.171 ‎‎[17]).
Field of View: The extent of visible area expressed with vertical and horizontal angles, in degrees in the 3GPP 3DOF reference system as defined in TS 26.118 [180].
Fisheye Video: Video captured by a wide-angle camera lens that usually captures an approximately hemispherical field of view and projects it as a circular image.
Frame Loss Rate (FLR): The percentage of speech frames not delivered to the decoder. FLR includes speech frames that are not received in time to be used for decoding.
ITT4RT client: MTSI client supporting the Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT) feature, as defined in Annex YX.
ITT4RT-Tx client: ITT4RT client only capable of sending immersive video.
ITT4RT-Rx client: ITT4RT client only capable of receiving immersive video
ITT4RT MRF: An ITT4RT client implemented by functionality included in the MRFC and the MRFP.
ITT4RT client in terminal: An ITT4RT client that is implemented in a terminal or UE. The term "ITT4RT client in terminal" is used in this document when entities such as ITT4RT MRF is excluded.
Mode-set: Used for the AMR and AMR-WB codecs to identify the codec modes that can be used in a session. A mode-set can include one or more codec modes.
MSMTSI client: A multi-stream capable MTSI client supporting multiple streams as defined in Annex S. An MTSI client may support multiple streams, even of the same media type, without being an MSMTSI client. Such an MTSI client may, for example, add a second video to an ongoing video telephony session as shown in Annex A.11. In that case, the MTSI client is an MSMTSI client only if it is fully compliant with Annex S.
MSMTSI MRF: An MSMTSI client implemented by functionality included in the MRFC and the MRFP.
MSMTSI client in terminal: An MSMTSI client that is implemented in a terminal or UE. The term "MSMTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.
MTSI client: A function in a terminal or in a network entity (e.g. a MRFP) that supports MTSI.
MTSI client in terminal: An MTSI client that is implemented in a terminal or UE. The term "MTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.
MTSI media gateway (or MTSI MGW): A media gateway that provides interworking between an MTSI client and a non MTSI client, e.g. a CS UE. The term MTSI media gateway is used in a broad sense, as it is outside the scope of the current specification to make the distinction whether certain functionality should be implemented in the MGW or in the MGCF.
Omnidirectional media: Media such as image or video and its associated audio that enable rendering according to the user's viewing orientation, if consumed with a head-mounted device, or according to user's desired viewport, otherwise, as if the user was in the spot where and when the media was captured.
Operational mode: Used for the EVS codec to distinguish between EVS Primary mode and EVS AMR-WB IO mode.
Overlay: A piece of visual media, rendered over omnidirectional video or image, or a viewport.
Pose: Position and rotation information associated to a viewport. 
Projected picture: Picture that has a representation format specified by an omnidirectional video projection format.
Projection: Inverse of the process by which the samples of a projected picture are mapped to a set of positions identified by a set of azimuth and elevation coordinates on a unit sphere.
Simulcast: Simultaneously sending different encoded representations (simulcast formats) of a single media source (e.g. originating from a single microphone or camera) in different simulcast streams.
Simulcast format: The encoded format used by a single simulcast stream, typically represented by an SDP format and all SDP attributes that apply to that particular SDP format, indicated in RTP by the RTP header payload type field.
Simulcast stream: The RTP stream carrying a single simulcast format in a simulcast.
Viewport: Region of omnidirectional image or video suitable for display and viewing by the user.
====== END OF 2nd CHANGE ======
====== 3rd CHANGE ======

5.2.4	Still Images

MTSI clients supporting still images shall support HEVC encoded encoded images conforming to the HEVC bitstream requirements of 5.2.2. 
Still images encoded using the HEVC shall have general_progressive_source_flag equal to 1, general_interlaced_source_flag equal to 0, general_non_packed_constraint_flag equal to 1, general_frame_only_constraint_flag equal to 1.
For HEVC encoded images/image sequence, the display properties are carried as SEI and VUI within the bitstream, and the RTP timestamps determine the presentation time of the images.
====== END OF 3rd CHANGE ======
====== 4th CHANGE ======
6.2.10.1	General
Support of data channel media is optional for an MTSI client and an MTSI client in terminal. For brevity, an MTSI client supporting data channel is henceforth denoted as a DCMTSI client or DCMTSI client in terminal, respectively. 
To indicate support for the procedures in this clause, a DCMTSI client shall when including media feature tags as specified in TS 24.229 [7] include a +sip.app-subtype media feature tag, as specified by RFC 5688 [177], with a value of "webrtc-datachannel" (the application media format used by [172]), regardless of data channel media being part of the SDP or not.
One or more data channel SDP media descriptions formatted according to [172] may be added to the SDP, alongside other SDP media descriptions such as e.g. speech, video, and text. A data channel SDP media description must not be placed before the first SDP speech media description. SDP examples are provided in Annex A.17.
If data channels are used in a session, the session setup shall determine the applicable bandwidth limit(s) as defined in clause 6.2.5.
Multiple data channels may be mapped to a single data channel SDP media description, each with a corresponding "a=dcmap" SDP attribute and stream IDs that are unique within that media description. There is no limit to the number of data channels in an SDP media description, but the aggregate of all defined data channels must keep within the set bandwidth limit and care should be taken to avoid excessive SDP size. If the session is re-negotiated to include a changed number of data channels in an SDP media description, the bandwith limit may either be kept constant, changing the share of bandwidth available to each individual data channel, or the bandwidth limit may be changed to accommodate the changed number of data channels, keeping individual data channel bandwidth shares. Regardless of what approach is used when changing number of used data channels in a media description, the aggregate of all defined data channels must keep within the re-negotiated bandwidth limit.
If there is a need to use data channels with either different transport IP addresses, different UDP ports, or different SCTP ports, separate data channel SDP media descriptions must be used, as IP address, UDP port and SCTP port are all constant per SDP media description. Multiple SCTP associations for a single channel, commonly denoted as "multi-homing", defined in IETF RFC 4960 [173] for reasons of redundancy and basically using one destination transport address at a time, is not described for use with WebRTC data channel and must therefore not be used in this specification.
NOTE 1:	The main reasons to not specify multi-homing are because it cannot use the needed separation of signalling paths for redundancy purposes in the applicable usage scenarios, and it is also not considered feasible when using SCTP on top of DTLS.
Data channel stream IDs below 1000 must be reserved for using the HTTP [73] protocol, henceforth denoted as "bootstrap data channels", to retrieve an HTML web page including JavaScript(s), and optionally image(s) and style sheet(s), henceforth denoted as a "data channel application". The data channel application accessible at the HTTP root ("/") URL through a bootstrap data channel describes the graphical user interface and the logic needed to handle any further data channel usage beyond the bootstrap data channel itself. The meaning of the "authority" (host) part of the URL and consequently the "Host" HTTP header are not defined, shall be ignored on reception, and shall be set to the empty value by a DCMTSI client in terminal.
The data channel application is created prior to the DCMTSI call where it is intended to be used, by means left out of scope for this specification. The data channel application workflow is depicted by Figure 6.2.10.1-1 below.


Figure 6.2.10.1-1 Data Channel Workflow
The data channel application is, referring to the numbered arrows in Figure 6.2.10.1-1:
1.	Uploaded to the network, by the UE user or some other authorized party.
2.	Stored in a data channel application repository in the network.
3.	During the DCMTSI call where it should be used, retrieved from the repository.
4.	Sent through a bootstrap data channel to the local UE A.
5.	Sent through a bootstrap data channel to the remote UE B. This may happen in parallel with and rather independent of step 4.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK20]6.	Any additional data channels created and used by the data channel application itself are established (logically) between UE A and UE B. Data transmission on data channels shall not start until there is confirmation that both peers have instantiated the data channel, using the same procedures as described for WebRTC in section 6.5 of [172]. The traffic may effectively go through the Data Channel Server, e.g., when the bootstrap and end-to-end data channels have the same anchoring point. This traffic may pass across an inter-operator border if UE A and UE B belong to different operators’ networks.
The bootstrap data channel is not intended for use directly between DCMTSI clients in terminal. DCMTSI clients in terminal that receive HTTP requests on a bootstrap data channel shall ignore such request and shall update the session by removing the SDP "a=dcmap" line with the stream ID where such HTTP request was received, and closing that stream ID.
The data channel application sent in a bootstrap data channel may be updated at any time, automatically or interactively, using normal HTTP procedures.
A bootstrap data channel must be configured as ordered, reliable, with normal SCTP multiplexing priority. The bootstrap data channel shall use a well-defined sub-protocol. The sub-protocol should be, and using HTTP as subprotocol (not encapsulating HTTP in TCP), represented by the following, example SDP "a=dcmap" line, which therefore must be present in each data channel media description in an SDP offer from a DCMTSI client in terminal:
	a=dcmap:0 subprotocol="http"
When the HTTP subprotocol is used, Aany other data channels used by the data channel application JavaScript(s) sent in the bootstrap data channel must be represented in an updated SDP as additional "a=dcmap" lines with stream ID values starting from 1000, using stream ID numbers from the JavaScript(s).
There are multiple, possible providers of data channel applications. In Figure 6.2.10.1-1, assume that UE A is local to the operator hosting the data channel server. Further assume that UE B belongs to a different operator (remote). The user of UE A can create and use data channel applications (steps 1-4), which can also be sent to UE B (step 5). Similarly, some other authorized part associated with UE A’s operator can create data channel applications for use by UE A (steps 1-4), which can also be sent to UE B (step 5). For simplicity, there’s no data channel server and data channel application repository depicted for UE B in Figure 6.2.10.1-1, but those could be present in a more general case. Seen from the perspective of a single UE, there are then at least four possible data channel application providers:
1.	The local UE user.
2.	Other authorized parties associated with the local network (e.g. the local operator).
3.	The remote UE user.
4.	Other authorized parties associated with the remote network (e.g. the remote operator).
The HTML web content making up a data channel application in each bootstrap data channel represents a different context of user interaction and should open in a separate tab, or some corresponding user interface construct, but the details are out of scope for this specification and left open for individual implementations. It must be possible to use and navigate between different data channel applications from different bootstrap data channels with different stream IDs that are open simultaneously.
Table 6.2.10.1-2 describes a mandatory mapping between stream ID and bootstrap channel data channel application content sources, as seen from a single (local) DCMTSI client in terminal, each of which shall be listed as separate "a=dcmap" lines with "http" subprotocol in SDP when the DCMTSI client in terminal supports receiving data channel application content from that source. 
Table 6.2.10.1-2: Bootstrap Data Channel Content Sources
	Stream ID
	Content Source

	0
	Local network provider

	10
	Local user

	100
	Remote network provider

	110
	Remote user



NOTE 2:	When the local user has defined and stored multiple, different data channel applications in the local data channel application repository, the local network provider may provide functionality in the stream ID 0 data channel application that enables a dynamic choice of which user-defined data channel application to use with stream ID 10 in the DCMTSI call.
Figure 6.2.10.1-3, referring to Figure 6.2.10.1-1 and Table 6.2.10.1-2, is depicting the stream IDs used for distribution of a data channel application owned by UE A from its local data channel repository to both UE A (stream ID 10) and its remote UE B (stream ID 110).


Figure 6.2.10.1-3 Distribution of local data channel application to both UE
====== END OF 4th CHANGE ======

====== 5th CHANGE ======
[bookmark: _Toc26369232][bookmark: _Toc36227114][bookmark: _Toc36228128][bookmark: _Toc36228755][bookmark: _Toc68847074]6.2.11	Still Images

If still images are used in a session, then the imageseq SDP attribute shall be present in the offer of the corresponding video media session. The syntax is defined below 
[bookmark: _Hlk79692703]imageseq = "a=imageseq:" PT [SP item_count]
PT is the payload type number to which the attribute applies to as indicated by the "m=video" line. Optional parameters can be ignored by an ITT4RT client if not understood. The parameters have the following semantics: 
item_count: provides the number of images in the corresponding image collection or image sequence. The parameter is informational from the ITT4RT-Tx client to the ITT4RT-Rx client. An ITT4RT-Rx client shall not include item_count in the SDP offer. If an ITT4RT-Rx client receives item_count in the SDP offer, it should include the same value in the response. 
An MTSI client that supports still images shall support long and varying time distances between RTP time stamps. An MTSI client that supports still images should support the HEVC display orientation SEI message as defined in clause D.3.17 and HEVC VUI parameters. An MTSI client that supports and desires to use still images shall in the SDP offer media description of such a bitstream include the "a=imageseq" attribute. An MTSI client that supports still images and that receives the "a=imageseq" attribute in the SDP offer shall keep the "a=imageseq" attribute in the corresponding media desciption in the SDP answer. 
An MTSI client that doesn’t support still images shall remove the image attribute in the answer. An MTSI client that sent the "image" parameter in the SDP offer but does not receive it in the corresponding SDP answer, shall not use still images. In such case, the sender should transmit the still image as a regular continuous video stream that conforms to the requirements in 7.4.3 for an HEVC compressed video stream. If that is not possible, the sender shall initiate a session re-negotiation to remove the still image media line.
The "imageattr" attribute as specified in IETF RFC 6236 [76] shall be supported and shall indicate the image size.
====== END OF 5th CHANGE ======

====== 6th CHANGE ======
[bookmark: _Toc26369257][bookmark: _Toc36227139][bookmark: _Toc36228154][bookmark: _Toc36228781][bookmark: _Toc68847100]7.4.8	Still Images

The RTP payload format for HEVC as defined in [120] shall be used for the delivery of images and image sequences. 
NOTE 1: The time distance between RTP timestamps for HEVC encoded images/image sequence may be very varying and very long compared to typical HEVC encoded video, in the order of several seconds.
====== END OF 6th CHANGE ======

====== 7th  CHANGE ======
A.18	SDP offers and answers for ITT4RT
Table A.18.1 shows an example of an SDP offer for an ITT4RT session with a 360 video, 2 overlay streams, and a scene description.
Table A.18.1: Example SDP offer with scene description signalling
	SDP offer

	v=0
o=ITT4RT 3413526809 0 IN IP4 server.example.com
s=Example of using AS in MTSI
c=IN IP4 aaa.bbb.ccc.ddd
b=AS:345
t=0 0
a=tcap:1 RTP/AVPF
a=itt3rt_group: 1 2 3

m=video 49154 RTP/AVP 99
a=pcfg:1 t=1
b=AS:315
b=RS:0
b=RR:5000
a=rtpmap:99 H264/90000
a=fmtp:99 packetization-mode=0; profile-level-id=42e00c; \
     sprop-parameter-sets=J0LgDJWgUH6Af1A=,KM46gA==
a=3gpp_360video: Stereo
a=mid:1

m=video 49154 RTP/AVP 99
a=pcfg:1 t=1
b=AS:315
b=RS:0
b=RR:5000
a=rtpmap:99 H264/90000
a=fmtp:99 packetization-mode=0; profile-level-id=42e00c; \
     sprop-parameter-sets=J0LgDJWgUH6Af1A=,KM46gA==
a=mid:2
a=3gpp_overlay:2 1 0,0,0,0,0,0,0,0,0,0


m=video 49154 RTP/AVP 99
a=pcfg:1 t=1
b=AS:315
b=RS:0
b=RR:5000
a=rtpmap:99 H264/90000
a=fmtp:99 packetization-mode=0; profile-level-id=42e00c; \
     sprop-parameter-sets=J0LgDJWgUH6Af1A=,KM46gA==
a=mid:3
a=3gpp_overlay:3 1 0,0,0,0,0,0,0,0,0,0


m=application 52718 UDP/DTLS/SCTP webrtc-datachannel
b=AS:500
a=sctp-port:5002
a=max-message-size:1024
a=fingerprint:SHA-1 4A:AD:B9:B1:3F:82:18:3B:54:02:12:DF:3E:5D:49:6B:19:E5:7C:AB
a=tls-id: abc3de65cddef001be82
a=dcmap:110 subprotocol="mpeg-sd"
a=mid:4



====== END OF 7th  CHANGE ======
====== 8th  CHANGE ======

[bookmark: _Toc26369725][bookmark: _Toc36227607][bookmark: _Toc36228622][bookmark: _Toc36229249][bookmark: _Toc68847569][bookmark: _Toc74611504][bookmark: _Toc75566783]O.5	urn:3gpp:predefined-roi-sent

The desired extension naming URI:
      urn:3gpp:predefined-roi-sent
A formal reference to the publicly available specification:
      3GPP TS 26.114
A short phrase describing the function of the extension:
     Signalling of the predefined region-of-interest (ROI) information for the sent video, see clause 6.2.3.4
Contact information for the organization or person making the registration
3GPP Specifications Manager
3gppContact@etsi.org
+33 (0)492944200

O.6	urn:3gpp:audio-mixing-gain 

The desired extension naming URI:
      urn:3gpp:audio-mixing-gain
A formal reference to the publicly available specification:
      3GPP TS 26.114
A short phrase describing the function of the extension:
     Signalling of the audio mixing gain header extension for the sent audio, see clause Y.X.1
Contact information for the organization or person making the registration
3GPP Specifications Manager
3gppContact@etsi.org
+33 (0)492944200
====== END OF 8th CHANGE ======

====== 9th CHANGE ======

Y.2	Architecture and Interfaces

Definitions, reference and coordinate systems, video signal representation and audio signal representation as described in clause 4.1 of TS 26.118 [180] are applicable.
Figure Y.1 provides a possible sender architecture that produces the RTP streams containing 360-degree video and immersive speech/audio as applicable to an ITT4RT client in terminal. VR content acquisition includes capture of 360-degree video and immersive speech/audio, as well as other relevant content such as overlays. Following VR content pre-processing and encoding of 360-degree video and immersive speech/audio components, the corresponding elementary streams are generated. For 360-degree projected video, pre-processing may include video stitching, rotation or other translations, and the pre-processed 360-degree video is then passed into the projection functionality in order to map 360-degree video into 2D textures using a mathematically specified projection format. Optionally, the resulting projected video may be further mapped region-wise onto a packed video. For 360-degree fisheye video, circular videos captured by fisheye lenses are not stitched, but directly mapped onto a 2D texture, without the use of the projection and region-wise packing functionalities (as described in clause 4.3 of ISO/IEC 23090-2 [179]). In this case, pre-processing may include arranging the circular images captured by fisheye lenses onto 2D textures, and the functionality for projection and mapping is not needed. For audio, no stitching process is needed, since the captured signals are inherently immersive and omnidirectional. Followed by the HEVC/AVC encoding of the 2D textures and EVS encoding of immersive speech/audio along with the relevant immersive media metadata (e.g., SEI messages), the consequent video and audio elementary streams are encapsulated into respective RTP streams and transmitted.
RTP stream for 360-Degree Video
Video pre-processing (e.g., stitiching, rotation, etc.)
Elementary stream (ES)
EVS Encoder


Acquisition
Video ES (including metadata)
RTP Encapsulation
Audio pre-processing
RTP Encapsulation

HEVC or AVC Encoder

RTP stream for Immersive Speech/Audio
Projection & Mapping

Audio ES 

Figure Y.1 - Reference sender architecture for ITT4RT client in terminal

Figure Y.2 provides an overview of a possible receiver architecture that reconstructs the 360-degree video and immersive speech/audio in an ITT4RT client in terminal. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary video stream into the HEVC/AVC decoder and the speech/audio stream into the EVS decoder. The HEVC/AVC decoder obtains the decoder output signal, referred to as the "2D texture", as well as the decoder metadata. Likewise, the EVS decoder output signal contains the immersive speech/audio. The decoder metadata for video contains the Supplemental Enhancement Information (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the decoder metadata may be used by the Texture-to-Sphere Mapping function to generate a 360-degree video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the 360-degree video signal (or part thereof) by taking into account the pose information from sensors, display characteristics as well as possibly other metadata. 
For 360-degree video, the following components are applicable:
-	The RTP stream contains an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24] may be present.
-	The video elementary stream(s) are encoded following the requirements in clause Y.3 
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[bookmark: _Toc68847662][bookmark: _Toc74611597][bookmark: _Toc75566876]Figure Y.2 - Reference receiver architecture for ITT4RT- client in terminal 

The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information in relevant SEI messages contained in the video elementary streams as well as the relevant information signalled at the RTP/RTCP level (in the viewport-dependent case). The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation for 360-degree projected video, or fisheye video information for 360-degree fisheye video) toward creating spherical content for each eye.  Details of such sample location remapping process operations are described in clause D.3.41.7 of ISO/IEC 23008-2 [119].
Viewport-dependent 360-degree video processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and can be achieved by sending from the ITT4RT-Rx client RTCP feedback  messages with  viewport information and then encoding and sending the corresponding viewport by the ITT4RT-Tx client or by the ITT4RT-MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the ITT4RT-Tx client or ITT4RT-MRF may also include the information on the region of the 360-degree video encoded in higher quality in an RTP header extension message as the video generated, encoded and streamed by the ITT4RT-Tx client may cover a larger area than the desired viewport. Viewport-dependent processing is  realized via RTP/RTCP based protocols that are supported by ITT4RT clients. The use of RTP/RTCP based protocols for viewport-dependent processing is further described in clause Y.7.2.

====== END OF 9th CHANGE ======

====== 10th CHANGE ======
[bookmark: _Toc68847663][bookmark: _Toc74611598][bookmark: _Toc75566877]Y.3	Immersive 360-Degree Video Support
ITT4RT-Rx clients in terminals offering video communication shall support decoding capabilities based on:
-	H.264 (AVC) [24] Constrained High Profile, Level 5.1 with the following additional restrictions and requirements on the bitstream:
-    the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor being fixed to be 1250 and 1500, respectively.
-    the bitstream does not contain more than 10 slices per picture.
-	H.265 (HEVC) [119] Main 10 Profile, Main Tier, Level 5.1. 
In addition, ITT4RT-Rx clients in terminals may support:
-	H.265 (HEVC) [119R4] Screen-Extended Main 10 Profile, Main Tier, Level 5.1.
-	H.265 (HEVC) [119R4] Screen-Extended Main 4:4:4 10 Profile, Main Tier, Level 5.1.  
ITT4RT-Tx clients in terminals offering video communication shall support encoding up to the maximum capabilities (e.g., color bit-depth, luma samples per second, luma picture size, frames per second) compatible with decoders compliant with the following on the bitstream:
-	H.264 (AVC) [24] Constrained High Profile, Level 5.1 with the following additional restrictions and requirements:
-    the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor being fixed to be 1250 and 1500, respectively.
-    the bitstream does not contain more than 10 slices per picture.
-	H.265 (HEVC) [119] Main 10 Profile, Main Tier, Level 5.1. 
In addition, ITT4RT-Tx clients in terminals may support:
-	H.265 (HEVC) [119R4] Screen-Extended Main 10 Profile, Main Tier, Level 5.1.
-	H.265 (HEVC) [119R4] Screen-Extended Main 4:4:4 10 Profile, Main Tier, Level 5.1.
Hence, for a Bitstream conforming to the H.264 (AVC) [24] Constrained High Profile, Level 5.1 delivered from an ITT4RT-Tx client to the ITT4RT-Rx client, the following restrictions apply:
-	The profile_idc shall be set to 100 indicating the High profile.
-	The constraint_set0_flag, constraint_set1_flag, constraint_set2_flag and constraint_set3_flag shall all be set to 0, and constraint_set4_flag and constraint_set5_flag shall be set to 1. 
-	The value of level_idc shall not be greater than 51 (corresponding to the level 5.1) and should indicate the lowest level to which the Bitstream conforms.
Furthermore, for a Bitstream conforming to the H.265 (HEVC) [119] Main 10 Profile, Main Tier, Level 5.1 delivered from an ITT4RT-Tx client to the ITT4RT-Rx client, the following restrictions apply:
-	The general_profile_idc shall be set to 2 indicating the Main10 profile.
-	The general_tier_flag shall be set to 0 indicating the Main tier.
-	The value of level_idc shall not be greater than 153 (corresponding to the Level 5.1) and should indicate the lowest level to which the Bitstream conforms.
For 360-degree video delivery across ITT4RT clients, the following components are applicable:
-	The RTP stream shall contain an HEVC or an AVC bitstream with possible presence of omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in clause D.2.41 of ISO/IEC 23008-2 [119] or ISO/IEC 14496-10 [24] may be present for the respective HEVC or AVC bitstreams.
-	The video elementary stream(s) shall be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [179], clauses 10.1.2.2 (viewport-independent case) or 10.1.3.2 (viewport-dependent case) for HEVC bitstreams and clause 10.1.4.2 for AVC bitstreams. Furthermore, the general video codec requirements for AVC and HEVC in clause 5.2.2 of TS 26.114 also apply.
ITT4RT-Rx clients are expected to be able to process the VR metadata carried in SEI messages for rendering 360-degree video according to the relevant processes. Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information for the relevant processes as per clause D.3.41 of ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24]:
-	Projection mapping information (indicating the projection format in use, e.g., Equirectangular projection (ERP) or Cubemap projection (CMP)), for the projection sample location remapping process as specified in clauses 7.5.1.3 and 5.2 of ISO/IEC 23090-2 [179]
-	Region-wise packing information (carrying region-wise packing format indication, any coverage restrictions or padding/guard region information in ithe packed picture), for the inverse processes of the region-wise packing as specified in clauses 7.5.1.2 and 5.4 of ISO/IEC 23090-2 [179]
-	Sphere rotation information (indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side), for the coordinate axes conversion process as specified in clause 5.3 of ISO/IEC 23090-2 [179]
-	Frame packing arrangement (indicating the frame packing format for stereoscopic content), for the processes as specified in D.3.16 of ISO/IEC 23008-2 [119]
-	Fisheye video information (indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens), for the fisheye sample location remapping process as specified in clause D.3.41.7.5 of ISO/IEC 23008-2 [119]
The exchange of SEI messages carrying VR metadata for rendering 360-degree video or fisheye video shall be performed using bitstream-level signalling as follows.
SEI messages shall be present in the respective video elementary streams corresponding to the HEVC or AVC bitstreams carrying 360-degree video or fisheye video from the ITT4RT-Tx client to the ITT4RT-Rx client, as per ISO/IEC 23008-2 [119] or ISO/IEC 14496-10 [24]. As expressed more clearly below, the mandatory inclusion of the specific SEI messages in the bitstream by the ITT4RT-Tx client and their decoder and rendering processing by the ITT4RT-Rx client is conditional upon successful SDP-based negotiation of the corresponding 360-degree video or fisheye video capabilities. 
NOTE 1:The feasibility of the following SDP solution is FFS. “SEI messages may also be signalled in the SDP using the ‘sprop-sei’ parameter based on the procedures specified in IETF RFC 7798 [120] or via other SDP-based means, in the corresponding SDP offer or answer from the ITT4RT-Tx client to the ITTRT-Rx client, during the session setup involving media negotiations for 360-degree video or fisheye video. It should be noted that the signalling based on the ‘sprop-sei’ parameter is only available for the HEVC-based RTP payload formats and is not supported in AVC-based RTP payload formats as defined in IETF RFC 6184 [25].” More broadly, the feasibility of an out-of-band solution for signaling SEI message information is FFS. Such a solution may consider SDP-based approaches as well as those based on RTP header extensions.
NOTE 2: The frequency of the signalling of each SEI message is FFS.
In particular, the ITT4RT-Tx client supporting 360-degree video for viewport-independent processing shall signal in the bitstream the equirectangular projection SEI message (payloadType equal to 150) to the ITT4RT-Rx client, with the erp_guard_band_flag set to 0. 
If viewport-dependent processing (VDP) capability is successfully negotiated by the ITT4RT-Tx client and ITT4RT-Rx client for the exchange of 360-degree video, then,  the ITT4RT-Tx client shall signal in the bitstream to the ITT4RT-Rx client either:
-	the equirectangular projection SEI message (payloadType equal to 150) with the erp_guard_band_flag set to 0, or
-	the cubemap projection SEI message (payloadType equal to 151).
In order to optimize the spatial resolution of specific viewports, the ITT4RT-Tx client and ITT4RT-Rx client may negotiate the use of region-wise packing as part of the exchange of 360-degree video. If this is the case, the region-wise packing SEI message (payloadType equal to 155) shall also be signalled by the ITT4RT-Tx client to the ITT4RT-Rx client in the bitstream.
If stereoscopic video capability is successfully negotiated by the ITT4RT-Tx client and ITT4RT-Rx client as part of the exchange of 360-degree video, then the frame packing arrangement SEI message (payloadType equal to 45) shall also be signalled by the ITT4RT-Tx client to the ITT4RT-Rx client in the bitstream, with the following restrictions:
-	The value of frame_packing_arrangement_cancel_flag is equal to 0.
-	The value of frame_packing_arrangement_type is equal to 4.
-	The value of quincunx_sampling_flag is equal to 0.
-	The value of spatial_flipping_flag is equal to 0.
-	The value of field_views_flag is equal to 0.
-	The value of frame0_grid_position_x is equal to 0.
-	The value of frame0_grid_position_y is equal to 0.
-	The value of frame1_grid_position_x is equal to 0.
-	The value of frame1_grid_position_y is equal to 0.
Furthermore, ITT4RT-Tx clients supporting 360-degree fisheye video shall signal the fisheye video information SEI message (payloadType equal to 152) to the ITT4RT-Rx clients in the bitstream.  
The bitstream delivered from an ITT4RT-Tx client to the ITT4RT-Rx client shall contain the corresponding SEI message and ITT4RT-Rx client shall process the VR metadata carried in the signalled SEI message(s) for rendering 360-degree video (provided the successful SDP-based negotiation of the corresponding 360-degree video or fisheye video capabilities associated with the SEI messages).
====== END OF 10th CHANGE ======

====== 11th CHANGE ======

Y.5	Overlay Support
An overlay is defined as a piece of visual media, rendered over omnidirectional video or on the viewport. An ITT4RT-Tx client supporting the ‘Overlay’ feature shall add real-time overlays on top of a 360-degree background and offer this capability in the SDP as part of the the initial offer-answer negotiation. An overlay in ITT4RT is characterized by the overlay source and its rendering configuration. ITT4RT supports both 2D and spherical overlays.
An overlay source specifies the image or video to be used as the content for the overlay. The overlay source is a bitstream that may be delivered as an overlay video encoded and delivered as an RTP stream.
ITT4RT clients supporting the ‘Overlay’ feature have the following requirements: 

-	an ITT4RT-Tx client may be capable to provide a bitstream consisting of an overlay with a video source that conforms to the requirements of Y.3 or the video bitstream requirements of MTSI. 
- an ITT4RT-Tx client may be capable  of providing HEVC encoded images/image sequence that conform to HEVC bitstream requirements of Y.3. The signalling for such a stream shall comply to 6.2.11 and 7.4.8.
-	an ITT4RT-Rx client may be capable to decode and render a 360-degree video bitstream and further decode and render one or more overlay streams on top of the 360-degree video. 
The rendering configuration defines how the overlay is to be rendered in the spherical scene. It is possible for an overlay to be delivered without any rendering configuration, in which case, the ITT4RT-Rx client should render the content as per the default configuration described in section Y.6.4.3. Alternatively, the rendering configuration for one or more overlays may be negotiated during session establishment to ensure uniform operation for different receivers. 
	Comment by Author: Moved to change 1

NOTE: The audio/image aspect is FFS.====== END OF 11th CHANGE ======

====== 12th CHANGE ======
Y.6.1	General
Based on the architecture described in clause Y.Y.2, an SDP framework for immersive video and immersive voice/audio exchange for ITT4RT is presented to negotiate codec support, SEI messages for decoder rendering metadata, as well as RTP/RTCP signaling necessary for viewport dependent processing. 
The SDP attributes 3gpp_360video, 3gpp_fisheye, 3gpp_overlay, 3gpp_360bg shall be used to indicate respectively a 360-degree projected video stream, a 360-degree fisheye video stream, a spherical overlay, and a 360-degree background image (or series of images or video). ITT4RT-Tx clients that support both 360-degree projected video and 360-degree fisheye video may include both 3gpp_360video and 3gpp_fisheye attributes as alternatives in the SDP offer, but an ITT4RT-Rx client willing to receive 360-degree video shall include only one attribute (either 3gpp_360video or 3gpp_fisheye, based on support or selection) in the SDP answer. 3gpp_overlay and 3gpp_360bg attributes may be included in the SDP answer independent on whether projected or fisheye video is selected, since spherical overlays and 360-degree background images are applicable to both types of 360-degree video streams. The detailed definition and usage of these SDP attributes are presented in the clauses below.
====== END OF 12th CHANGE ======

====== 13th CHANGE ======
Y.6.2.1 General
A new SDP attribute 3gpp_360video is defined with the following ABNF syntax:
att-field3gpp_360video = "a=3gpp_360video:" 
att-value = <payload type> [SP FOV] [SP FOV_CENTER] [SP "Stereo"] [VDP]

VDP = "VDP" [SP SLVL] [SP Projection] [SP PPM] SP viewport_ctrl SP viewport_size

NOTE: If the SDP negotiations become too complex, defining profiles can be considered. 
The semantics of the above attribute and parameters is provided below.  Unsupported parameters of the 3gpp_360video attribute may be ignored. The payload type is the RTP payload type number of the media stream associated with the 3gpp_360video attribute.
An ITT4RT client supporting the 3gpp_360video attribute using viewport-independent processing or stereoscopic video for video shall support the following procedures:
-	    when sending an SDP offer, the ITT4RT client includes the 3gpp_360video attribute in the media description for video in the SDP offer,
-	    when sending an SDP answer, the ITT4RT client includes the 3gpp_360video attribute in the media description for video in the SDP answer if the 3gpp_360video attribute was received in an SDP offer,
-	    after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the HEVC or AVC codec, the ITT4RT clients exchange an RTP-based video stream containing an HEVC or AVC bitstream with omnidirectional video specific SEI messages as defined in clause Y.3. 
An ITT4RT client  supporting the 3gpp_360video attribute supporting use of viewport-dependent processing (VDP) shall include the VDP parameter in the SDP offer and answer. Depending on the value indicated by the VDP parameter, the ITT4RT client shall further support the following procedures:
-	     the RTCP feedback (FB) message described in clause Y.7.2 of type ‘Viewport’ to carry requested viewport information during the RTP streaming of media (signalled from the ITT4RT-Rx client to the ITT4RT-Tx client). 

An ITT4RT client shall not include VDP parameter in the SDP answer if the SDP offer contains the 3gpp_360video attribute without the VDP parameter.
An ITT4RT-Tx client that supports VDP may use viewport margins to maintain consistent quality during small head motion and also to reduce the need for frequent viewport updates. Viewport margins can be extended on all or some sides of the viewport and may be at the same quality (or resolution) as the viewport or at a quality (or resolution) lower than the viewport but higher than the background. Viewport margins may be extended around the viewport evenly or unevenly depending on head motion or network quality.

====== END OF 13th CHANGE ======

====== 14th CHANGE ======
Y.6.2.2 Projection
An ITT4RT- client supporting the 3gpp_360video attribute with VDP supporting projection may include the Projection parameter indicating the types of projection (e.g. ERP, CMP) it prefers (in the order of preference) in the SDP.  An ITT4RT client may respond to an SDP offer with multiple options indicated in the Projection parameter with the agreed option. An ITT4RT-Tx client is not required to provide the preferred form of projection indicated by an ITT4RT-Rx client but may do so when possible. 
The ABNF syntax is defined as follows:
Projection = “projection=ERP” / “projection=CMP”Projection = "projection=" proj-type *("," proj-type)
proj-type = "ERP" / "CMP"

====== END OF 14th CHANGE ======

====== 15th CHANGE ======
Y.6.2.4 Picture Packing
An ITT4RT-Tx client may support sending the 360-degree video using tiled encoding, e.g., HEVC motion-constrained tilingAn ITT4RT client supporting mixed-quality tiled encoding, mixed-resolution tiled encoding and/or a 360-degree low-quality background frame-packed with an overlapping high-quality viewport shall include the PPM parameter in the 3gpp_360video attribute of the SDP offer. . PPM has the following ABNF syntax: 
PPM				= "ppm=" ppm-list 
ppm-list = ppm-value *["/"ppm-value]
ppm-value			= "1" / "2" / packing
packing			= "[" PPWHQ "," PPHHQ "," TRHQ "," PPWLQ "," PPHLQ "," TRLQ "]"
PPWHQ				= pos-integer
PPHHQ				= pos-integer
TRHQ				= transform-value
PPWLQ				= pos-integer
PPHLQ				= pos-integer
TRLQ				= transform-value
pos-integer			= POS-DIGIT *DIGIT
POS-DIGIT			= %x31-39		;1-9
transform-value		= "0" / "1" / "2" / "3" / "4" / "5" / "6" / "7"	; transform values as per Table Y.6.1
A list of all supported options as defined by ppm-list above shall be included in the SDP offer, where: 
-	A ppm-value of 1 indicates mixed-quality tiled encoding
-	A ppm-value of 2 indicates mixed-resolution tiled encoding
-	A ppm-value set to the comma-separated list ‘packing’ indicates low-quality viewport-independent background 360-degree video frame-packed with a high-quality viewport (possibly with margins) such that the two regions have overlapping content
An ITT4RT client that receives an SDP offer with a ppm-list of more than one ppm-value shall include only one preferred/supported ppm-value in the SDP answer. An ITT4RT-Rx client that includes the PPM parameter in its SDP offer with the ppm-value set to ‘packing’ (as defined above in the PPM syntax) shall set all values of the ‘packing’ to zero. An ITT4RT-Tx client that receives the PPM parameter in an SDP offer with the ppm-value set to ‘packing’ (as defined above in the PPM syntax) shall set all values of the ‘packing’ appropriately in the response.  
An ITT4RT-Tx client using the tiled encoding and supporting the 3gpp_360video attribute shall include in its SDP offer the parameter PPM such that: 	 
-	A PPM value of 1 indicates mixed-quality tiled encoding is used
-	A PPM value of 2 indicates mixed-resolution tiled encoding is used
Tiled encoding may be used to deliver the full 360-degree video or a high-quality video which includes the viewport and may include viewport margins.
An ITT4RT-Tx client sending low-quality background 360-degree video frame-packed with a high-quality viewport (possibly with margins) such that the two regions have overlapping content shall include in its SDP offer the parameter PPM.In this case the PPM The ppm-value ‘packing’ consists of theis an ordered comma-seperated list of the following six fields: 
-	PPWHQ defines packed_picture_width of the high-quality region in pixels
-	PPHHQ defines packed_picture_height of the high-quality region in pixels
-	TRHQ defines transform operations applied on the high-quality region. 
-	PPWLQ defines packed_picture_width of the low-quality region in pixels
-	PPHLQ defines packed_picture_height of the low-quality region in pixels
-	TRLQ defines transform operations applied on the low-quality region
The transform operations have a value of 0-7 as defined in Table Y.6.1.where the values correspond to the following operations: 
Table Y.6.1: Transform values
	Transform value
	Transform operation

	0
	no transform 

	1
	mirrored horizontally

	2
	rotation by 180 degrees (counter-clockwise) 

	3
	rotation by 180 degrees (counter-clockwise) before mirroring horizontally

	4
	rotation by 90 degrees (counter-clockwise) before mirroring horizontally

	5
	rotation by 90 degrees (counter-clockwise)

	6
	rotation by 270 degrees (counter-clockwise) before mirroring horizontally

	7
	rotation by 270 degrees (counter-clockwise)



An ITT4RT-Rx client shall render the high-quality viewport region where these two regions are overlapping. The PPM parameter for defining the HQ and LQ regions should be used when the information remains constant during the session. When the packed regions are not overlapping, the high-quality and low-quality regions do not need to be explicitly defined and SEI messages for region-wise packing may be used instead of the SDP PPM parameter.
The ABNF syntax is defined as follows:
PPM = "ppm=" 

"1" / "2" / 
"["PPWHQ","PPHHQ","TRHQ","PPWLQ","PPHLQ","TRLQ"]"











Note: The size of the viewport and fov attributes define the size of projected regions. [It should be considered if the two values should be included explicitly here]
====== END OF 15th CHANGE ======

====== 16th CHANGE ======
Y.6.2.5 Viewport Control 
An ITT4RT client that supports the 3gpp_360video with VDP shall in its SDP offer include the parameter viewport_ctrl with one or more of the following control options:
-	device_controlled if ITT4RT-Tx client will provide VDP based on the requested viewport indicated by the RTCP feedback (FB) message type ‘Viewport’ sent by the corresponding ITT4RT-Rx client. 
-	recommended_viewport if ITT4RT-Tx client will provide VDP with the help of a recommendation/prediction engine.
-	presenter_viewport if ITT4RT_Tx will provide VDP based on the viewport of an ITT4RT-Rx client other than the one the SDP offer is being sent to.
Table Y.6.2 provides a mapping between viewport control values and viewport control options.
Table Y.6.2: Viewport control values
	Viewport control value
	Viewport control option

	0
	device_controlled

	1
	recommended_viewport

	2
	presenter_viewport



Multiple options are provided as a comma-separated list. An ITT4RT client that receives an SDP offer with multiple viewport_ctrl options may include its preferred viewport_ctrl option in the SDP answer. If no options are given in the answer, the sender shall use the first option in the list.  If the recommended_viewport is successfully negotiated as viewport_ctrl, the ITT4RT-Rx client should not use viewport prediction when sending the RTCP feedback (FB) message type ‘Viewport’ to avoid any conflicts with the prediction engine of the ITT4RT-Tx client. The ABNF syntax is defined as follows:
viewport_ctrl = "viewport_ctrl=" vc-value *2 ("," [SP] vc-value)
vc-value			= "0" / "1" / "2"
							; viewport control values as per Table Y.6.2
====== END OF 16th CHANGE ======

====== 17th  CHANGE ======
Y.6.2.6 Overlay and 360-degree video  
An ITT4RT client that sends an SDP message with at least one 360-degree video/audio and at least one overlay shall include in SDP the attribute itt4rt_group before any media lines. The itt4rt_group attribute is used to group 360-degree media and overlay media using the mid attribute and the syntax for the SDP attribute isas defined according to the ABNF below:  
a=itt4rt_group: <group-1> / … / <group-N>
a = itt4rt_group: <mid1> SP <mid2> SP <mid3> …
where <group-X> The list of mids in the itt4rt_group shall include at least one mid associated with 360-degree media and at least one mid associated with an overlay as defined by the mid attribute in the corresponding media description. 
The ABNF syntax for this attribute is the following:
att-field = "itt4rt_group" 
att-value = rest-group *[" /" rest-group]
rest-group = 2*(SP identification-tag)
; identification-tag is defined in RFC 5888 
An ITT4RT-Tx client and an ITT4RT-Rx client may negotiate the overlays that can be associated with the 360-degree video offered by the ITT4RT-Tx client using the itt4rt_group attribute. An ITT4RT client shall indicate in an offer the overlays to be grouped with the 360-degree video using the itt4rt_group attribute. The overlays that are acceptable shall be retained in the answer and the ones that are not acceptable shall be removed. An ITT4RT-Tx client may offer overlay configuration options using the 3gpp_overlay attribute based on the list of media lines (i.e., potential overlay sources) provided in the itt4rt_group attribute in an SDP offer initiated by an ITT4RT-Rx client. The 3gpp_overlay attribute is offered in an SDP renegotiation.    
The order of the media included in the itt4rt_group indicates the synchronization source with the first media always being the synchronization anchor when synchronization is required. 
NOTE: 2D video received from an ITT4RT-Rx clients may be offered as an overlay by the ITT4RT MRF to other ITT4RT-Rx clients. The ITT4RT MRF (acting as the ITT4RT-Tx client) would be the source of overlay media in this case.
====== END OF 17th  CHANGE ======

====== 18th CHANGE ======
Y.6.2.7 Viewport Size 
An ITT4RT client that includes the 3gpp_360video with the VDP parameter shall also include in SDP the parameter viewport_size to indicate the size of the device viewport using the azimuth and elevation ranges expressed in degrees. An ITT4RT-Tx client may include the viewport_size of the ITT4RT-Rx client when this is known (e.g., in response to an SDP offer from an ITT4RT-Rx client) or include "viewport=0x0" and the value can be ignored by the ITT4RT-Rx client.    
The ABNF syntax is given below:  
viewport_size = "viewport=" azimuthrange"x"elevationrange
where azimuthrange is a non-fractional value with the range 0-180 inclusive, and the elevationrange is a non-fractional value with the range 0-360 inclusive expressed. For example, "viewport=110x90". where the syntax of azimuthrange and elevationrange is as defined in section Y.6.2.3.
Note that the viewport size defines the size of the viewport of the ITT4RT-Rx client UE. An ITT4RT-Tx client provides VDP based on this viewport size. The capture and preferred FOV, on the other hand, defines the range of the 360-degree content, which should be larger than the viewport size and can be negotiated even for viewport-independent processing.

====== END OF 18th  CHANGE ======

====== 19th CHANGE ======

Y.6.2.8 Viewport-only VDP and Image attributes
An ITT4RT-Tx client supporting VDP may deliver only the viewport or viewport with viewport margins and not the full captured/preferred field-of-view of the 360-degree video. If the viewport region (with or without a viewport margin) is extracted from a projected picture (e.g., ERP), the resolution would change depending on where the viewport is located on the picture. To avoid this, the ITT4RT-Tx client may rotate the desired viewport region to the centre of the ERP before cropping it to the desired size as indicated by imageattr. The delivered bitstream shall contain the rotation SEI and the region-wise packing SEI message if the ITT4RT-Rx client is expected to do sphere-locked rendering by reversing the rotation of the received image before rendering. 
An ITT4RT client may support viewport-locked VDP for delivering the viewport region only. A viewport-locked VDP bit stream should include only the viewport region and should not include rotation SEI messages. An ITT4RT client that supports viewport-locked VDP shall include in its SDP offer the parameter VLSL as defined below 
SLVL = "VL"/"VL,SL"/"SL"
The value "SL" refers to sphere-locked rendering, which requires the receiver to render the received picture according to the global coordinate axes. The value "VL" refers to viewport-locked rendering, which require the receiver to render the received picture such that the center of the received picture is aligned to the center of the current viewport.   
An ITT4RT client that supports only viewport-locked VDP shall include "VL" in its SDP offer. An ITT4RT client that supports both viewport-locked VDP and a sphere-locked type of VDP shall include "VL,SL".  An ITT4RT client that receives an SDP offer with "VL" shall include it in its response if it supports viewport-locked VDP and chooses to use it. An ITT4RT client that receives an SDP offer with "VL" shall remove the VDP parameter in its response if it does not support viewport-locked VDP or does not wish to use it; the 360-degree video is then delivered using viewport-independent processing. An ITT4RT client that receives an SDP offer with "SL" shall include it in its response if it supports sphere-locked VDP and chooses to use it. An ITT4RT client that receives an SDP offer with "SL" shall remove the VDP parameter in its response if it does not support sphere-locked VDP or does not choose to use it; the 360-degree video is then delivered using viewport-independent processing. An ITT4RT client that receives an SDP offer with "VL,SL" shall include either "SL" or "VL" in the SDP response based on its preferred mode. Alternatively, if it does not support nor choose either VL or SL it shall remove the VDP from the 3gpp_360video attribute in the response.


 
====== END OF 19th CHANGE ======

====== 20th CHANGE ======
Y.6.2.9 Viewport Feedback Trigger 
An ITT4RT client include the parameter viewportfb_trigger in the 3gpp_360video attribute to define the minimum view port change to initiate an early or event-based RTCP feedback, with the following syntax 
viewportfb_trigger = "<"D | D_azimuth, D_elevation">"
where D_azimuth, D_elevation are the minimum number of degrees that the viewport may change in the horizontal or vertical direction, respectively. The value D is the minimum spherical distance in degrees between the center of the old and the new viewport. The values for D shall be in the range 0 to 180 * 216 − 1 (i.e., 11 796 479). Spherical distance between the centre of a first viewport (x1,y1) and second viewport (x2,y2), is calculated as : 


where x1 and x2 is the azimuth in radians and y1 and y2 is the elevation in radians. The value c is in radians and must be converted to degrees for use with D. 
The viewport feedback trigger value is estimated by the ITT4RT-Tx client based on the viewport margin configuration it intends to use. An ITT4RT-Rx client supporting RTCP viewport feedback shall use periodic RTCP viewport feedback. The frequency of the periodic feedback should be such that it does not exceed the allocated RTCP bandwidth as defined in RFC 4585. An ITT4RT-Rx client may use immediate/early RTCP feedback in addition to the periodic feedback as long as the allocated RTCP bandwidth requirements are met. An ITT4RT-Tx may define a viewport feedback trigger value for an early/immediate feedback and signal this value to the ITT4RT-Rx client in the SDP. The ITT4RT-Tx client should select a threshold value that is suitable for the margin configuration that it intends to use for that stream. The threshold value should be defined within the viewport margin region such that the ITT4RT-Tx client would update the high-quality region (viewport and viewport margin) if the viewport breaches this threshold.
If an ITT4RT-Rx client does not have the capability to provide an RTCP viewport feedback at the viewport feedback threshold value provided by the ITT4RT-Tx client in an SDP offer, it may respond with the the minimum threshold value it can support. The ITT4RT-Tx client may adjust its viewport margin configuration based on the threshold value in the answer. If an ITT4RT-Rx client only supports periodic feedback, it shall remove the viewportfb_trigger parameter from the response.
An ITT4RT-Rx client that supports a viewport feedback trigger shall include the parameter viewportfb_trigger with the minimum threshold value it can support in an SDP offer. The ITT4RT-Tx client may remove the parameter if it does not support this value or respond with an acceptable value that is equal or higher than the one in the ITT4RT-Rx’s offer. 
If both sides acknowledge the support of viewportfb_trigger, the ITT4RT-Rx client shall use event-driven/early viewport feedback in addition to periodic feedback. If viewportfb_trigger is not defined by the ITT4RT-Tx client, the ITT4RT-Rx client may still use immediate/early feedback. An ITT4RT-Rx client may use the velocity of the viewport during head motion and the viewport margin (if known) to trigger an immediate feedback. Alternatively, it may use the spherical distance between the viewport in the last feedback and the current viewport to trigger an immediate feedback. The spherical distance can be selected based on viewport margins (if known). An ITT4RT-Rx client may suppress an immediate/early feedback if the time to the next periodic viewport feedback is less than an application-defined threshold.
====== END OF 20th CHANGE ======

====== 21st  CHANGE ======

Y.6.3	Still Background
Still image backgrounds may be supported by ITT4RT clients. The format and signaling shall follow the static image format and signaling as defined in clauses 5.2.4, 6.2.11, and 7.4.8.  An ITT4RT-Tx client should send the image/image sequence as a video bitstream if still images are not supported. 
The signaling in clause Y.6.2 shall apply to indicate that the still background is 360 degree. The 3gpp_360video attribute shall be used for that purpose. 
====== END OF 21st  CHANGE ======

====== 22nd CHANGE ======

Y.6.4.2 Video Visual Media
Any visual media that is defined with the ‘m=video’ line, includes the attribute mid and does not have the attribute a=3gpp_360video in the SDP may be rendered as an overlay by an ITT4RT-Rx client. An ITT4RT client shall include the attribute mid in the overlay media description. If an overlay is to be associated with a particular overlay configuration, the mid shall be used to associate the overlay media description to the the overlay configuration, which is later described in Y.6.4.3. 
Visual media may consist of an encoded video bitstream or HEVC encoded images/image sequences, both of which are defined with the ‘m=video’ line in SDP. ITT4RT clients that support images shall use the “a=imageseq” attribute as defined in 6.2.11.


====== END OF 22nd CHANGE ======
====== 23rd CHANGE ======

Y.6.4.3 Overlay Configuration
Y.6.4.3.1 General
ITT4RT clients may support the following types of rendering for overlays, as defined in the OMAF specification [179] clause 7.14.  
-	viewport-relative overlay, specifying that the overlay is displayed on a rectangular area at an indicated position relative to the top-left corner of the viewport;
-	[sphere-relative projected omnidirectional overlay, specifying that the overlay is displayed on a sphere surface at an indicated position within or on the unit sphere;]
-	sphere-relative 2D overlay, specifying that the overlay is displayed on a plane at an indicated position within the unit sphere.

An ITT4RT client supporting overlays may include in its SDP media description the attribute 3gpp_overlay to define one or more parameters for configuring the rendering properties of an overlay. The 3gpp_overlay attribute has the following syntax:
a = 3gpp_overlay: overlay_id SP type SP (sphere_relative_overlay_config / viewport_relative_overlay_config) [ SP overlay_info] [SP free_overlay]
The 3gpp_overlay attribute is included as part of the 360-degree video media description. More than one 3gpp_overlay attribute may exist as part of the media description if more than one overlay is to be configured. The overlay_id in 3gpp_overlay is set to the mid of the media description of the overlay source for which the configuration is provided. An ITT4RT-Tx client may include more than one 3gpp_overlay attributes with the same non-zero overlay_id (associated with an overlay source) in an SDP offer. The overlay configurations are listed in order of preference. An ITT4RT-Rx client that receives an SDP offer with multiple 3gpp_overlay attributes with the same non-zero overlay_id shall reply with only one acceptable 3gpp_overlay line for one acceptable overlay source. If an overlay source is rejected, all 3gpp_overlay attribute lines with the overlay_id associated with that source are excluded in the SDP answer. 
An ITT4RT-Tx client may set the free_overlay flag to indicate that no media source is associated with this overlay configuration by the ITT4RT-Tx client and the corresponding overlay region in the video may be used by the ITT4RT-Rx client to overlay any media including external media sources (e.g., a text notification from an external application, an external video overlay or a source describing an occlude-free region that any overlay on top would not result in any significant loss of information). The overlay_id in 3gpp_overlay in case of overlays with the free_overlay flag with a value of 1 shall not be equal to any mid in the SDP media description. In case of overlay_id which is not associated with an overlay source (to identify an external source overlay and/or an occlude-free region), the free_overlay flag shall be included with a value equal to 1. If the free_overlay flag is not present or the free_overlay flag has a value of 0, the overlay_id shall be a value which corresponds to at least one mid of the media description of the overlay source. An ITT4RT-Tx client may include more than one 3gpp_overlay attributes with the same non-zero overlay_id and with the free_overlay flag set to 1 in an SDP offer. The implementation details for use of overlay region with the free_overlay flag set to 1 is left to the application.
An ITT4RT-Rx client that sends an SDP offer to receive 360-degree media and overlay source media shall not include the 3gpp_overlay attribute. An ITT4RT-Tx client that receives such an offer may initiate an SDP renegotiation offer to configure the overlays for the overlay sources as indicated by the itt4rt_group attribute. 
NOTE 1: The option for an ITT4RT-Rx client to be able to include 3gpp_overlay attribute in an SDP offer and an ITT4RT-Tx client to indicate 3gpp_overlay with overlay_id 0 such that it is not associated with a single overlay source is FFS. 
An ITT4RT client that receives an SDP offer including overlay sources without the 3gpp_overlay attribute may decline the offer and send a renegotiation offer with the 3gpp_overlay attribute. 
The type shall have the value ‘0’ for viewport-relative overlays and ‘1’ for sphere-relative overlays. Depending on the value of type, the 3gpp_overlay attribute may further include the corresponding configuration information sphere_relative_overlay_config (type = ‘1’) or the viewport_relative_overlay_config (type = ‘0’).
A set of flags describing interactivity of the overlay may be included in the optional overlay_info parameter defined in section Y.6.4.3.4.
NOTE 2: Other overlay definitions in OMAF are not excluded from ITT4RT. Which overlay definition(s) from OMAF are adopted for overlays in ITT4RT is currently TBD. Optional user interactivity flags such as for definining moveability, resizing of the overlay may be added later to the 3gpp_overlay parameter.
NOTE 3: There should be a default configuration for overlay when explicit configuration is not provided to ensure that multiple receivers have similar experience. 
Y.6.4.3.2 Sphere-relative Overlay Configuration
An ITT4RT client supporting the 3gpp_overlay attribute to configure a sphere-relative overlay shall set parameter type = ‘1’ and additionally include the parameter sphere_relative_overlay_config defined as follows: 
sphere_relative_overlay_config = Overlay_azimuth "," Overlay_elevation "," Overlay_tilt "," Overlay_azimuth_range "," Overlay_elevation_range "," Overlay_rot_yaw "," Overlay_rot_pitch "," Overlay_rot_roll "," region_depth_minus1 "," timeline_change_flag
	Overlay_azimuth: Specifies the azimuth angle of the centre of the overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 
	Overlay_elevation: Specifies the elevation angle of the centre of the overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 
	Overlay_tilt: Specifies the tilt angle of the offered overlay region, in units of 2−16 degrees, relative to the global coordinate axes. 
	Overlay_azimuth_range: Specifies the azimuth range of the region corresponding to the 2D plane on which the overlay is rendered through the centre point of the overlay region in units of 2−16 degrees. 
	Overlay_elevation_range: Specifies the elevation range of the offered region corresponding to to the 2D plane on which the overlay is rendered  through the centre point of the overlay region in units of 2−16 degrees. 
[bookmark: MCCQCTEMPBM_00000133][bookmark: MCCQCTEMPBM_00000134][bookmark: MCCQCTEMPBM_00000135]	Overlay_rot_yaw, Overlay_rot_pitch, and Overlay_rot_roll specify the rotation of the 2D plane on which the overlay is rendered. Prior to rendering the 2D plane, it may be rotated as specified by overlay_rot_yaw, overlay_rot_pitch and overlay_rot_yaw and placed on a certain distance as specified by region_depth_minus1. The rotations are relative to the coordinate system as specified in clause 5.1 of ISO/IEC 23090-2 in which the origin of the coordinate system is in the centre of the overlay region, the X axis is towards the origin of the global coordinate axes, the Y axis is towards the point on the plane that corresponds to cAzimuth1 in Figure 7‑4 of ISO/IEC 23090-2, and the Z axis is towards the point on the plane that corresponds to cElevation2 in Figure 7‑4 of ISO/IEC 23090-2. overlay_rot_yaw expresses a rotation around the Z axis, overlay_rot_pitch rotates around the Y axis, and overlay_rot_roll rotates around the X axis. Rotations are extrinsic, i.e., around X, Y, and Z fixed reference axes. The angles increase clockwise when looking from the origin towards the positive end of an axis. The rotations are applied starting from overlay_rot_yaw, followed by overlay_rot_pitch, and ending with overlay_rot_roll.
	region_depth_minus1 - indicates the depth (z-value) of the region on which the overlay is to be rendered. The depth value is the norm of the normal vector of the overlay region. region_depth_minus1 + 1 specifies the depth value relative to a unit sphere in units of 2−16.
	timeline_change_flag equal to ‘1’ specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback shall resume with the global presentation timeline of the content. The content in the intermediate interval is skipped. timeline_change_flag equal to ‘0’ specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback resumes from the paused sample. This prevents loss of any content due to the overlay being away from the user's current viewport. 
Y.6.4.3.3 Viewport-relative Overlay Configuration
An ITT4RT client supporting the 3gpp_overlay attribute to configure a viewport-relative overlay shall set parameter type = ‘0’ and additionally include the parameter viewport_relative_overlay_config defined as follows: 
viewport_relative_overlay_config = Overlay_rect_left_percent "," Overlay_rect_top_percent "," Overlay_rect_width_percent "," Overlay_rect_height_percent "," Relative_disparity_flag "," (Disparity_in_percent / Disparity_in_pixels),” media_alignment”, ”layering_order”,”opacity”,”overlay_priority”
	Overlay_rect_left_percent: Specifies the x-coordinate of the left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
	Overlay_rect_top_percent: Specifies the y-coordinate of the top corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
	Overlay_rect_width_percent: Specifies the width of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
	Overlay_rect_height_percent: Specifies the height of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
NOTE:	The size of overlay region over the viewport changes according to the viewport resolution and aspect ratio. However, the aspect ratio of the overlaid media is not intended to be changed.
	Relative_disparity_flag indicates whether the disparity is provided as a percentage value of the width of the display window for one view (when the value is equal to 1) or as a number of pixels (when the value is equal to 0). This applies for the case when there is a monoscopic overlay.
	Disparity_in_percent: Specifies the disparity, in units of 2−16, as a fraction of the width of the display window for one view. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.
	Disparity_in_pixels indicates the disparity in pixels. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.
	Media_alignment: Specifies the default intended scaling of the overlay source  depending on the dimensions of the specified rectangular region and the intended placement of the scaled overlay source relative to the specified rectangular region.
	Layering_order: Indicates the default layering order among the overlays that are relative to the viewport, and separately among each set of overlays that have the same depth. Viewport-relative overlays are overlaid on top of the viewport in descending order of layering_order, i.e., an overlay with a smaller layering_order value shall be in front of an overlay with a greater layering_order value. The layering order for overlays of the 360-degree video should be decided by the ITT4RT-Tx client. 
	Opacity: Indicates an integer value that specifies the default opacity that is to be applied for the overlay and assigned by the ITT4RT-Tx client. Value 0 is fully transparent, and value 100 is fully opaque with a linear weighting between the two extremes. Values greater than 100 are reserved. 
	Overlay_priority: Indicates which overlay should be prioritized in the case the ITT4RT-Rx client does not have enough decoding capacity to decode all overlays. A lower overlay_priority indicates higher priority. The value of overlay_priority, when present, shall be equal to 0 for overlays that are essential for displaying. More than one overlay may have the same overlay_priority and an ITT4RT-Rx client that does not support all overlays with the same priority may choose any subset of these.
NOTE 1: Other overlay definitions in OMAF are not excluded from ITT4RT. Which overlay definition(s) from OMAF are adopted for overlays in ITT4RT is currently TBD.
NOTE 2: For both of the above overlay types from OMAF, incorporate from the spec further details about the order of operations for overlay rendering (in particular order of translation and rotation).
Y.6.4.3.4 Overlay info parameter
The parameter overlay_info is a bit field consisting of flags describing the type of overlay interactivity recommended:  
overlay_info= ‘overlay_info=’b4b3b2b1b0
-	b0 = ‘0’: changing the position of the overlay is not recommended, overlay position is fixed
b0 = ‘1’: changing the position of the overlay is allowed, ITT4RT-Rx client may change position 
-	b1 = ‘0’: switching the overlay on/off is not recommended
b1 = ‘1’: switching the overlay on/off is allowed, ITT4RT-Rx client may switch overlay off
-	b2 = ‘0’: rotating the overlay is not recommended 
b2 = ‘1’: rotating the overlay is allowed
- 	b3 = ‘0’: resizing the overlay is not recommended 
b3 = ‘1’: resizing the overlay is allowed
- 	b4 = ‘0’: changing the opacity of the overlay is not recommended
b4 = ‘1’: changing the opacity of the overlay is allowed
Y.6.4.3.5 Additional Overlay Configuration
An ITT4RT client supporting the 3gpp_overlay attribute to configure a sphere-relative overlay or viewport-relative overlay may include the following additional parameter for overlay support:
overlay_overlap_flag: Indicates if the ITT4RT-Rx client is allowed to overlap overlays from the ITT4RT-Tx client. If set to 1, the ITT4RT-Rx client may overlap overlays shared by the ITT4RT-Tx client.
====== END OF THIRD23rd CHANGE ======

====== THIRD24th CHANGE ======

[bookmark: _Toc67898844]Y.6.4.4	Captured Content Replacement
To prevent the degradation of presentation material (e.g., slides, screen share, video, notes) that may be captured from a display (screen or projector) with a 360-degree camera, the captured content in the 360-degree video can be replaced with the original presentation material. Such replacement implies decoding the content (360-degree video and presentation material), identifying the position of the presentation material in the 360-degree video, replacing the captured presentation content at the display coordinates in the 360-degree video, and finally encoding the new 360-degree video (i.e., with the same encoding parameters as the original 360-degree video). The replacement could either be performed in the ITT4RT-Tx client in terminal which is sending the 360-degree video or in the ITT4RT-MRF.
When replacement is to be performed, the availability of the original presentation content must be signalled by the source of the content to the client performing the replacement (that is, the ITT4RT-Tx client in terminal or the ITT4RT-MRF) using the SDP attribute “a=content:slides” [81] which may include different content, for example slides, screen share, video, notes.  The client performing the replacement shall determine an appropriate configuration for performing the content replacement in the 360-degree video, unless overlay parameters are given by the source of the original presentation content (e.g., configuration in terms of sphere-relative overlay coordinates as defined in Y.6.4.3.2).
When the SDP negotiation is initiated by the ITT4RT-Tx client in terminal, the ITT4RT-Tx client in terminal shall include the attribute “a=3gpp_360video_replacement” in its SDP offer to indicate that the content captured in the 360-degree video can be replaced.  If the ITT4RT-MRF supports content replacement and receives an SDP offer with the attribute “a=3gpp_360video_replacement”, then the ITT4RT-MRF shall include the attribute “a=3gpp_360video_replacement” in its SDP answer and shall perform content replacement.
If the ITT4RT-Tx client in terminal includes the attribute “a=3gpp_360video_replacement” in its SDP offer but does not receive the attribute in the SDP answer (that is, replacement is not supported in the ITT4RT-MRF) then the ITT4RT-Tx client in terminal may send the original presentation content using a different process than ITT4RT-MRF replacement (e.g., the presentation can be sent as an overlay as defined in Y.6.4., or inserted into the 360-degree video by the ITT4RT-Tx client in terminal as described above).  
If the ITT4RT-MRF does not receive the attribute “a=3gpp_360video_replacement” in an SDP offer, it shall not perform any replacement and will not include the attribute in its SDP answer. 
When replacement is to be performed by the ITT4RT-MRF and the SDP negotiation is initiated by the ITT4RT-MRF, the offer sent by the ITT4RT-MRF to the ITT4RT-Tx client in terminal shall include the attribute “a=3gpp_360video_replacement”. If the ITT4RT-Tx client in terminal accepts the offer by the MRF to perform replacement, the ITT4RT-Tx client in terminal shall include the attribute “a=3gpp_360video_replacement” in the SDP answer and the ITT4RT-MRF shall perform content replacement. 
If the ITT4RT-MRF does not receive the attribute “a=3gpp_360video_replacement” in the SDP answer of the ITT4RT-Tx in terminal (i.e., the content captured in the 360-degree video cannot be replaced), the ITT4RT-MRF shall not perform any replacement.
If the ITT4RT-MRF does not support content replacement, it shall not include the attribute “a=3gpp_360video_replacement” in an SDP offer, it will not perform any replacement, and the ITT4RT-Tx client in terminal may send the original presentation content using a different process (e.g., the presentation can be sent as an overlay as defined in Y.6.4., or inserted into the 360-degree video by the ITT4RT-Tx client in terminal as described above). In the case that the ITT4RT-MRF does not send the attribute “a=3gpp_360video_replacement” in an offer, the ITT4RT-Tx client in terminal shall not send the attribute “a=3gpp_360video_replacement” in an answer.
After an accepted offer/answer between ITT4RT-Tx in terminal and ITT4RT-MRF with both offer and answer including the attribute “a=3gpp_360video_replacement”, the ITT4RT-MRF shall perform content replacement once the original presentation content is available from the source of the content and the replacement configuration is determined. 
If the replacement configuration of the content is analysed and determined by the ITT4RT-Tx in terminal, the client shall include the configuration as sphere-relative overlay coordinates (defined in Y.6.4.3.2) in the SDP offer/answer while negotiating the stream with the ITT4RT-MRF. If the sphere-relative overlay coordinates are not signalled in the SDP offer/answer by the ITT4RT-Tx, the ITT4RT-MRF shall analyse and determine an appropriate configuration for performing the content replacement in the 360-degree video.
The ABNF syntax for the replacement attribute is as follows:
att-field = “3gpp_360video_replacement”
att-value = [sphere_relative_overlay_config]
====== END OF 24th CHANGE ======

====== FOURTH25th CHANGE ======
Y.6.5.2	360-degree fisheye video SDP attribute parameters
Media-line level parameters are defined in order to aid session establishment between the ITT4RT-Tx and ITT4RT-Rx clients for 360-degree fisheye video, as well as to describe the fisheye video stream as identified by the 3gpp_fisheye attribute.
The syntax for the SDP attribute is:
a=3gpp_fisheye: <fisheye> <fisheye-img> <maxpack>

	Total number of fisheye circular videos at the capturing terminal
Depending on the camera configuration of the sending terminal, the 360-degree fisheye video may be comprised of multiple different fisheye circular videos, each captured through a different fisheye lens.
-	<fisheye>: this parameter inside an SDP offer sent by an ITT4RT-Tx client indicates the total number of fisheye circular videos output by the camera configuration at the terminal.
	Fisheye circular video static parameters
In order to enable the quick selection of desired fisheye circular videos by the ITT4RT-Rx client during SDP negotiation, the following static parameters are defined for each fisheye circular video.  These parameters are defined from the video bitstream fisheye video information SEI  message as defined in ISO/IEC 23008-2 [119] and ISO/IEC 23090-2 [179].
-	<fisheye-img> = <fisheye-img-1> … <fisheye-img-N>
-	<fisheye-img-X> = [<id-X> <azi> <ele> <til> <fov>] for 1 ≤ X ≤ N where:
o	<id>: an identifier for the fisheye video
o	<azi>, <ele>: azimuth and elevation indicating the spherical coordinates that correspond to the centre of the circular region that contains the fisheye video, in units of 2-16 degrees.  The values for azimuth shall be in the range of −180 * 216 (i.e., −11 796 480) to 180 * 216 – 1 (i.e., 11 796 479), inclusive, and the values for elevation shall be in the range of −90 * 216 (i.e., −5 898 240) to 90 * 216 (i.e., 5 898 240), inclusive
o	<til>: tilt indicating the tilt angle of the sphere regions that corresponds to the fisheye video, in units of 2−16 degrees. The values for tilt shall be in the range of −180 * 216 (i.e., −11 796 480) to 180 * 216 – 1 (i.e., 11 796 479), inclusive
o	<fov>: specifies the field of view of the lens that corresponds to the fisheye video in the coded picture, in units of 2−16 degrees.  The field of view shall be in the range of 0 to 360 * 216 (i.e., 23 592 960), inclusive
	Stream packing of fisheye circular videos
Depending on the terminal device capabilities and bandwidth availability, the packing of fisheye circular videos within the stream can be negotiated between the sending and receiving terminals.
-	<maxpack>: this parameter inside an SDP offer indicates the maximum supported number of fisheye videos which can be packed into the video stream by the ITT4RT-Tx client.  The value of this parameter inside an SDP answer indicates the number of fisheye videos to be packed, as selected by the ITT4RT-Rx client.

The ABNF syntax for this attribute is the following:
att-fieldfisheye-attrib	= “a=3gpp_fisheye:” 
att-value = [SP fisheye] SP fisheye-img SP maxpack


   fisheye	= integer

====== END OF 25th CHANGE ======

====== 26th CHANGE ======

[bookmark: _Toc74611599][bookmark: _Toc75566878]Y.6.8 Multiple 360-degree videos
An ITT4RT conference may contain multiple 360-degree videos which originate from multiple conference rooms at the conference location, or from remote participants.  When multiple 360-degree videos are present in an ITT4RT conference, an ITT4RT MRF shall negotiate an SDP session with every remote participant.
In the SDP offer from the ITT4RT MRF, 360-degree video is identified by either the a=3gpp_360video or a=3gpp_fisheye media line attributes.  When multiple 360-degree videos are present in the SDP offer, the ITT4RT MRF shall include the a=content attribute under the media lines for 2D or 360-degree video originating from the conference location.  For media streams originating from the main default conference room, the content attribute is set to a=content:main.  For media streams originating from other conference rooms, the content attribute is set to a=content:alt.  2D and 360-degree video from remote participants shall not include the a=content attribute under their corresponding media lines.
When there are multiple 360-degree videos from multiple sources available to the ITT4RT MRF, the ITT4RT MRF may include the ‘itt4rt_group’itt4rt_group attribute (as defined in Y.6.2.6) to define one or more restricting groups, each group containing at least one mid associated with a 360-degree video media line, and at least one mid associated with an overlay.
The ABNF syntax is:
a = itt4rt_group: <mid1> SP <mid2> SP… <midn> [SP “/” <midn+1> SP <midn+2> SP… <midm>] [SP “/” …]
On receipt of an SDP offer containing multiple 360-degree videos from the ITT4RT MRF, an ITT4RT-Rx client shall select to receive only one 360-degree video media together with possible 2D video media from other sources, rejecting the other 360-degree video media. 

Example SDP offers for multiple 360-degree video with and without group restrictions are shown in clause Y.8.
====== END OF 26th CHANGE ======

====== 27th CHANGE ======
Y.6.8.2 Excluding other participants’ overlays
When an ITT4RT-Tx client in terminal sends a 360-degree video media stream to the MRF, it may include an attribute "a= no_other_overlays", which indicates that the MRF shall not group the 360-degree media stream from that ITT4RT-Tx client with overlay media streams from other ITT4RT clients. In this case, the MRF shall group the 360-degree video media stream and one or more overlays of that ITT4RT-Tx client in a separate <rest-group> in the itt4rt_group attribute when describing them to any ITT4RT-Rx client. 
The ABNF syntax for this attribute is the following:
att-field	= "no_other_overlays" 
NOTE: If multiple itt4rt_group are created, an ITT4RT-Rx client in terminal would need to re-negotiate the session to switch to media streams from other itt4rt_group. However, doing so may add further burden on the signaling nodes.
====== END OF 27th CHANGE ======
====== 28th CHANGE ======
Y.6.9	Scene Description-Based Overlays 
Y.6.9.1	General
ITT4RT clients that support the “Overlay” feature may support the scene description as defined in [182] for signaling the overlay configuration. 
If scene description-based overlays are supported, the following subset of the MPEG-I scene description extensions and features shall be supported:
· The MPEG_media extension: used to reference the media streams.
· The MPEG_accessor_timed and the MPEG_buffer_circular: used to bind timed media.
· The MPEG_texture_video: used to define video textures for the overlay and the 360 video.
· The scene description update mechanism as defined in clause 5.2.4 of [182].

If scene description-based overlays are used in an ITT4RT session with multiple participants, then the ITT4RT MRF shall be used for the session and shall own the scene description. 
If scene description-based overlays are used, then the ITT4RT-TX client in the ITT4RT MRF shall:
· Create a sphere or cubemap mesh node (depending on the selected projection) in the scene description for each 360 video stream in the ITT4RT session. The source of the node’s texture shall reference the ITT4RT media stream of the corresponding 360 video as signaled by the SDP.
· Create a rectangular or spherical mesh node in the scene description for each overlay stream in the ITT4RT session. The source of the node’s texture shall reference the media stream of the corresponding overlay stream as signaled by the SDP.
· The location of the overlay shall be indicated by the transformation of the corresponding overlay node in the scene description.

NOTE: in a scene description-based overlay solution, the scene camera corresponds the viewer’s position and it tracks the user’s 3DoF movements. The camera’s projection determines the field of view of the user.
The URL format as specified in 23090-14 Annex C shall be used to reference media streams in the ITT4RT session.
For participants that support scene description, the overlay information and positioning that is provided as part of the scene description shall take precedence over any information provided as part of the 3gpp_overlay attribute.
An ITT4RT-Tx client in terminal that offers overlays may select to signal the overlay either through the 3gpp_overlay attribute or through a scene update that adds the overlay node. The scene update mechanism is described in [182]. In case the ITT4RT-Tx uses the 3gpp_overlay attribute to describe its overlays, the ITT4RT-Tx client in the ITT4RT MRF shall generate the scene description or scene description update document that signals the presence and position of that overlay. 
Y.6.9.2	Offer/Answer Negotiation
An ITT4RT-Tx client that support scene description-based overlays, shall offer a data channel with a data channel indicating the “mpeg-sd” sub-protocol. The ITT4RT-Rx client in the MRF that supports scene-based overlays shall answer by accepting the scene description data channel. 
If the offer is accepted, the ITT4RT MRF shall generate and send the scene description to the offerer upon establishment of the data channel.
If the ITT4RT MRF receives an offer that does not contain a data channel with the “mpeg-sd” sub-protocol, it shall assume that the ITT4RT client does not support scene description-overlays.  In such case, the answer shall describe any overlays using the 3gpp_overlay attribute.
Y.6.9.3	SDP Signaling
An ITT4RT-Tx in the ITT4RT MRF that supports scene description-based overlays, shall support MTSI data channel media and act as an DCMTSI client. The data channel stream id shall be in the range allocated for bootstrap channels, i.e. between 1 and 1000, ecluding values in Table 6.2.10.1-2. A single data channel with sub-protocol “mpeg-sd” shall be present in the offer/answer SDP. If multiple data channels with the “mpeg-sd” sub-protocol are detected, the one with the lowest stream ID shall be used. The scene description data channel shall be configured as ordered, reliable, with normal SCTP multiplexing priority.
When scene description-based overlays are offered, the ITT4RT-Tx in the ITT4RT MRF shall offer a data channel with a stream id that indicates the “mpeg-sd” subprotocol in the dcmap attribute. The “mpeg-sd” messages shall be JSON formatted in UTF-8 coding without BOM. 
scene description-based overlay descriptions, including complete scene descriptions and scene updates, shall be delivered through the same data channel.
====== END OF 28th CHANGE ======

====== 29th CHANGE ======
Y.8	  SDP Examples (Informative)
An example SDP offer for multiple 360-degree video is shown in table Y.8.1.
Table Y.8.1: Example SDP offer with multiple 360-degree video
	SDP offer

	/*1st conference room @ conference location*/
m=video 49144 RTP/AVP 98 100
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:main /*indicates this m-line is from the main source from the conference location*/
a=rtpmap:98 H265/90000 /*360 video*/
a=3gpp_360video:98…
a=rtpmap:100 H265/90000 /*2D video*/
 
/*2nd conference room @ conference location*/
m=video 49154 RTP/AVP 102 104
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:alt /*indicates this m-line is from an alt source from the conference location*/
a=rtpmap:102 H265/90000 /*360 video*/
a=3gpp_360video:102…
a=rtpmap:104 H265/90000 /*2D video*/
 
/*Capture of a remote participant*/
m=video 49164 RTP/AVP 106 108
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=rtpmap:106 H265/90000 /*2D video*/
a=rtpmap:108 H265/90000 /*360 video*/
a=3gpp_360video:108…



An example SDP offer for multiple 360-degree video with group restrictions is shown in table Y.8.2.

Table Y.8.2: Example SDP offer with multiple 360-degree video containing group restrictions 
	SDP offer

	a=itt4rt_group: D G H / E F H / H G I /*create multiple groups at MRF, each group between a different 360 video from a certain source, and 2D videos from other sources/
 
/*360 video of 1st conference room @ conference location*/
m=video 49144 RTP/AVP 98
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:main /*indicates this m-line is from the main source from the conference location*/
a=rtpmap:98 H265/90000 /*360 video*/
a=3gpp_360video:98…
a=mid=D
 
/*2D video of 1st conference room @ conference location*/
m=video 49154 RTP/AVP 100
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:main /*indicates this m-line is from the main source from the conference location*/
a=rtpmap:100 H265/90000 /*2D video*/
a=3gpp_overlay:100… /*optional attribute*/
a=mid=E

/*360 video of 2nd conference room @ conference location*/
m=video 49164 RTP/AVP 102
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:alt /*indicates this m-line is from an alt source from the conference location*/
a=rtpmap: 102 H265/90000 /*360 video*/
a=3gpp_360video:98…
a=mid=F
 
/*2D video of 2nd conference room @ conference location*/
m=video 49174 RTP/AVP 104
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=content:alt /*indicates this m-line is from an alt source from the conference location*/
a=rtpmap:100 H265/90000 /*2D video*/
a=3gpp_overlay:104… /*optional attribute*/
a=mid=G
 
/*2D video capture of a remote participant*/
m=video 49164 RTP/AVP 106
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=rtpmap:106 H265/90000 /*2D video*/
a=3gpp_overlay:100… /*optional attribute*/
a=mid=H

/*3D capture of a remote participant*/
m=video 49164 RTP/AVP 108
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000
a=rtpmap:108 H265/90000 /*360 video*/
a=3gpp_360video:108…
a=mid=I



Y.9	  Recommended audio mixing gains
An ITT4RT-Tx client may specify recommended gains for mixing of its transmitted audio streams and update these recommended gains during a session. An ITT4RT-Rx client may or may not use such recommended mixing gains to scale the audio streams prior to mixing. 
An ITT4RT-Tx client may for example send the recommended mixing gains r0, r1, .., rN for the audio sources a0 (360 video) and a1, a2, .., aN (overlay videos) of that sender to recommend a mix at the receivers to be r0*a0+r1*a1+……+rN*aN.
If an ITT4RT-Rx client negotiated to receive recommended audio mixing gains and the ITT4RT-Tx client chooses to send these mixing gains, the ITT4RT-Tx client shall indicate each audio mixing gain value to the ITT4RT-Rx client using RTP header-extensions (see Y.9.1).
Y.9.1 RTP header extension for audio mixing gain
The format for sending a recommended audio mixing gain using the RTP header extension shall be as follows:
                    0                   1
                    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
                   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
                   |  ID   | len=0 |audio-mixing-gain| 
                   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Audio mixing gain using One-Byte Header Format
The 4-bit ID is the local identifier of this element. The 4-bit length is the number, minus one, of data bytes of this header extension element following the one-byte header. The URI for declaring the audio mixing gain header extension in a Session Description Protocol (SDP) extmap attribute [95] and mapping it to a local identifier is:
        urn:3gpp:audio-mixing-gain

The audio mixing gain is expressed in dB as a signed integer in the range "-127" to "0" (hence the numerical values directly represent the gain in dB). A value of “-128” indicates muting the channel. The meaning of positive values other than 0 is undefined and shall be ignored if received.

An ITT4RT-Tx client may repeat the header extension over multiple RTP packets to improve the likelihood of successful transmission as described in [RFC 8285]. The number of header extension transmissions (for the same recommended mixing gain) should therefore depend on the probability of delivery.

====== END OF 29th CHANGE ======

====== END OF CHANGES ======
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