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1. Introduction
QUALCOMM proposes to remove the dynamic video rate adaptation feature from MTSI Release 7 TS 26.114 “IP Multimedia Subsystem (IMS); Multimedia telephony; Media handling and interaction”.
During SA4 discussions there were divergent views on how to enable this feature.  This prompted SA4 to conclude on the necessity to work on this in Release 8 to further investigate this feature.  Given the need for more study, the procedures adopted for dynamic video rate adaptation in Release 7 of TS 26.114 are premature and based on inconclusive discussions.  Hence, this feature should not be included in TS 26.114 “IP Multimedia Subsystem (IMS); Multimedia telephony; Media handling and interaction”.
2. Background
2.1 Lack of Consensus

SA4 did not have consensus on the best approach for dynamic rate adaptation signalling.  The two different signalling mechanisms proposed in SA4 for dynamic rate adaptation were TMMBR and APTO_ARR. As stated in the meeting summary key interested companies had different positions on the proposals. Comments on TD S4-070056 from the meeting summary is:

“Ericsson felt the proposed feature from Qualcomm is not necessary but not opposed it as "optional". Qualcomm felt it brings advantage to rate adaptation. Nokia asked more time to consider hanging features to RTCP.”

2.2 RTCP TMMBR message definition and design still under discussion in IETF

The TMMBR message is currently specified in TS 26.114 as the signalling method for dynamic video rate adaptation.  This message is defined in the IETF draft [5].
TMMBR was proposed for video conferencing use cases which need point to multi-point topology. Furthermore, the TMMBR use cases in [5] for point to point topology are for situations where the network renegotiates QoS with the UE or the UE hands off to another access technology.  These use cases do not apply to the dynamic video rate adaptation problem being addressed in TS 26.114.  Dynamic video rate adaptation addresses shorter term variations in the delivered QoS due to changes in link quality and network loading within a granted QoS level from the network.  This is explained in more detail in Section 4 of the Annex.

Furthermore, the definition and design of the TMMBR message in  IETF  is not yet complete. Based on the ongoing discussions in IETF, it appears to be moving towards a definition and message format different from what was discussed at the time of accepting it in MTSI in December 2006.  
The CCM draft did not clearly state the definition of TMMBR.  In January, 2007, one of the authors posted five possible definitions of TMMBR for review on IETF Audio Video Transport working group reflector (avt@ietf.org). After several days of discussion the group narrowed down the five definitions to three definitions which are still under discussion. SA4 has not considered the applicability of these new definitions for dynamic video rate adaptation.
In MTSI, TMMBR was selected by assuming one of the three definitions. However, all three definitions have been discussed extensively in IETF the past few months and there is no consensus so far. At this point it is not clear which definition and what RTCP message format will eventually appear in future versions of the CCM draft. Based on the new proposed definitions, there were comments that TMMBR is not a codec control message and it should be taken out from the “Codec Control Messages” draft [5]. 
A new version of the CCM draft [5] is expected to be available shortly.  However, this new version has not been reviewed by the IETF AVT Working Group or by SA4 and will require further study to determine its applicability to the dynamic rate adaptation feature in 26.114.

2.3 Alternative Proposals under Consideration: APTO_ARR
Contributions S4-AHM084 and S4-070056 described another signalling approach (APTO_ARR) for dynamic video rate adaptation.  Simulation results demonstrated that the APTO_ARR message provided better performance than TMMBR.  Details of this are included in section 5 of the Annex.  

Furthermore, an analysis of APTO_ARR provided the following advantages of this approach over TMMBR for dynamic video rate adaptation:

1. A single message provides information for sender to remove congestion backlog and then operate at a sustainable rate.
2. More flexibility for sender to use additional information at sender (presence of uplink information) to enable more robust adaptation.

3. The message provides information to enable flexibility at the sender, so the sender can perform more than simply changing max/average transmission rate as a means of adaptation.
More details are provided in section 6 of the Annex.  Also included in this section is an analysis of why the standards RTCP Receiver Report information is also not applicable for dynamic rate adaptation.

3. Proposal
The current procedures in TS 26.114 for performing dynamic rate adaptation are not fully investigated by SA4.  Furthermore, the definition of the TMMBR message specified in TS 26.114 is ambiguous due to multiple definitions and unfinished design discussions on RTCP TMMBR message in IETF. Even if IETF resolves the pending issues with the definitions and design of TMMBR, there is a big risk that the final message format of RTCP TMMBR message may be different from what is already present in [5].  Hence, it is premature to specify such a message in TS 26.114.
Therefore QUALCOMM proposes to remove TMMBR from TS 26.114. The proposed changes to TS 26.114 are shown below. 
-begin change 1-

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

ADC
Analog to Digital Converter
AL-SDU
Application Layer Service Data Unit

AMR
Adaptive Multi-Rate

AMR-NB
Adaptive Multi-Rate Narrowband

AMR-WB
Adaptive Multi-Rate Wideband

APP
Application-Defined RTCP Packet

ARQ
Automatic repeat ReQuest

AS
Application Server

AVC
Advanced Video Coding
CCM
Codec Control Messages

CMR
Codec Mode Request

cps
characters per second
CTM
Cellular Text telephone Modem
CSCF
Call Session Control Function
DAC
Digital to Analog Converter
DTX
Discontinuous Transmission
GIP
Generic IP access
GOB
Group of Blocks

H-ARQ
Hybrid - ARQ

HSDPA
High Speed Downlink Packet Access
HSPA
High Speed Packet Access

IDR
Instantaneous Decoding Refresh

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

IPv6
Internet Protocol version 6

ITU-T
International Telecommunications Union - Telecommunications

JBM
Jitter Buffer Management

MGCF
Media Gateway Control Function

MGW
Media GateWay
MIME
Multipurpose Internet Mail Extensions
MM
MultiMedia

MMS
Multimedia Messaging Service
MPEG
Moving Picture Experts Group
MRFP
Media Resource Function Processor

MTSI
Multimedia Telephony Service for IMS
MTU
Maximum Transfer Unit

NACK
Negative Acknowledgment

NTP
Network Time Protocol

PDP
Packet Data Protocol

PLI
Picture Loss Indication
POI
Point Of Interconnect
QoS
Quality of Service
RR
Receiver Report

RTCP
RTP Control Protocol
RTP
Real-time Transport Protocol

SDP
Session Description Protocol

SID
Silence Descriptor

SIP
Session Initiation Protocol
SR
Sender Report
TBF
Temporary Block Flow

TFO
Tandem-Free Operation
TISPAN
Telecoms & Internet converged Services & Protocols for Advanced Network

TrFO
Transcoder-Free Operation

ToIP
Telephony over IP

TTI
Transmission Time Interval
UDP
User Datagram Protocol
URL
Universal Resource Locator

VoIP
Voice over IP

-end change 1-

-begin change 2-

7.3.3
Video

MTSI terminals offering video shall support AVPF (RFC 4585 [40]) configured to operate in early mode. The behaviour can be controlled by allocating enough RTCP bandwidth using "b=RR:" and "b=RS:" (see section 7.3.1) and setting the value of "trr-int". 
MTSI terminals offering video shall support transmission and reception of AVPF NACK messages, as an indication of non-received media packets. MTSI terminals offering video shall also support reception of AVPF Picture Loss Indication (PLI). An MTSI terminal receiving NACK or PLI should take appropriate action to improve the situation for the terminal that sent NACK or PLI, although no action is mandated nor specified. 
-end change 2-

-begin change 3-

10.3
Video

MTSI terminals receiving RTCP Receiver Reports (RR) indicating nonzero packet loss should adjust their outgoing bitrate accordingly (see RFC 3550 [9]). Note that for IMS networks, which normally have nonzero packet loss and fairly long round-trip delay, the amount of bitrate reduction specified in RFC3448 [56] is generally too restrictive for video and may, if used as specified, result in very low video bitrates already at (for IMS) moderate packet loss rates.
-end change 3-
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-end change 4-

Annex: Analysis for Signalling Methods for Dynamic Rate Adaptation
For further technical reference and background this annex provides simulation results and analysis of different signalling methods (TMMBR and APTO_ARR) that can be used to enable dynamic rate adaptation.
4. TMMBR for Dynamic Video Rate Adaptation

During the December MTSI AdHoc meeting it was requested that the proposal for APTO_ARR be compared to the TMMBR message for dynamic rate adaptation because TMMBR was already defined for this application in IETF.  It was claimed that IETF had provided results or justification for using the TMMBR message for dynamic rate adaptation.

After careful review of the work in the IETF AVT Working Group on TMMBR this does not appear to be an accurate claim.  The TMMBR message is defined in [5] which is currently going through the working group last call process.

In [5], the description of TMMBR for point-to-point operation (5.5.4.3) refers to “Use case 7” in the draft.  The text for this “Use case 7” in section 3.1 states the following:

   7. The used congestion control algorithms (AMID and TFRC) probe for

      more bandwidth as long as there is something to send. With

      congestion control using packet-loss as the indication for

      congestion, this probing does generally result in reduced media

      quality (often to a point where the distortion is large enough to

      make the media unusable), due to packet loss and increased delay.

      In a number of deployment scenarios, especially cellular ones, the

      bottleneck link is often the last hop link. That cellular link

      also commonly has some type of QoS negotiation enabling the

      cellular device to learn the maximal bit-rate available over this

      last hop. Thus indicating the maximum available bit-rate to the

      transmitting part can be beneficial to prevent it from even trying

      to exceed the known hard limit that exists. For cellular or other

      mobile devices the available known bit-rate can also quickly

      change due to handover to another transmission technology, QoS

      renegotiation due to congestion, etc. To enable minimal disruption

      of service a possibility for quick convergence, especially in

      cases of reduced bandwidth, a media path signalling method is

      desired.

The highlighted text above describes the use case where the UE determines a new rate limit based on QoS re-negotiation or handoff to a different radio technology.  This is not the dynamic rate adaptation use case which we are addressing in SA4 and for which the APTO_ARR message has been proposed in [2].  The TMMBR definition in IETF AVT does not readily apply to more dynamic cases where the receiver is detecting more dynamic changes in the arrival of packets.

Furthermore, no results have been given in 3GPP SA4 or in the IETF AVT group demonstrating the performance of dynamic video rate adaptation when using the TMMBR message.

The simulation results in the next section demonstrate why TMMBR is not the best choice for providing feedback for dynamic video rate adaptation.

5. Simulations

Parameters
	Video Codec
	H.263

	Source Clip
	· Foreman at QCIF, GOP of 20, 10 fps @ 64kbps and 15fps @ 128bkps 

· Start of clip is staggered across all the users.  

· PSNR for encoding the clip under clean conditions is 32.8 dB @ 64kbps and 33.8 dB @ 128 kbps

	Target Application Layer Video Rate
	64kbps, 128 kbps

	Duration of Simulation
	Approximately 32.8 seconds for 64kbps video rate simulations and 22.2 seconds for 128kbps video rate simulations

	Feedback Channel
	Feedback packet (APTO_ARR/TMMBR) sent on simulated uplink to the video sender

	Feedback Interval
	Minimum of 1 second between feedback messages

(actual feedback intervals are longer because receiver only sends feedback when necessary)

	System
	3 sectors of the center-cell with (24 users at 64kbps/17 users at 128kbps) distributed within each sector to effect different loading conditions, standard fading distribution channel model, no handoffs between sectors.

One sector is lightly loaded (users are near the center of the cell).  

The other two sectors are more heavily loaded (users are distributed further away from the center of the cell)

	Scheduler
	QoS/Delay Sensitive Scheduler for Shared Downlink Channel


Results

Delay Reduction
The results in Figure 1 illustrate the gains in using APTO_ARR over the TMMBR message for providing rate adaptation feedback information.  The figure is generated by the following steps: 

1. For each user in the simulation, measure the delay of each video packet from the time it is encoded to the time it arrives at the receiver.

2. When looking at the delay distribution of the packets of a particular user, determine the 90% percentile point, i.e., the delay value at which 90% of the packets have experienced a shorter transfer delay.

3. Then plot the distribution of this 90% percentile point for each of the users as a CDF.  The CDF plots for both the APTO_ARR and TMMBR cases are shown in the figure.
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Figure 1  CDF of 90% tail for encoding-to-arrival delay for APTO_ARR and TMMBR messages for 64kbps video

Note that for 33% of the users which are located in the lightly loaded sector, the delays are short as the scheduler is able to service these users easily.  The significantly better performance for these users in the lightly loaded sector create the step in both CDFs at the 33% level.  For these users in good link conditions and a lightly loaded sector, the APTO_ARR performs better than TMMBR by about 30ms of delay.

In the two other more loaded sectors, the users experience much longer delays.  In this case the APTO_ARR approach shows a significant improvement in reducing the delays experienced by the receiver.  For example, when using the TMMBR message only 50% of the users experience less than 500ms of delay.  When using the APTO_ARR message, 50% of the users experience less than 315ms of delay.  Furthermore, none of the users using the APTO_ARR message experience more than 400ms of delay.

As requested at the last MTSI AdHoc meeting, Figure 2 provides the results for 128kbps video rates.  The results show similar gains in the transit delays experienced by the video packets.  For the lighter loaded cell there is a reduction of 100ms in transit delay when using APTO_ARR.  For the two more loaded cells the reduction in delay is 150ms or more.
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Figure 2  CDF of 90% tail for encoding-to-arrival delay for APTO_ARR and TMMBR messages for 128kbps video

PSNR Improvement
Figure 3 illustrates the CDFs of the decoded PSNR for the users when employing the APTO_ARR and TMMBR feedback messages.  The figure is generated by:

1. Choosing a common video playout delay for both scenarios that meets A/V synchronization bounds (i.e., video must be played out within a certain time delay after the corresponding audio packet is played out).  Video packets arriving with a delay shorter than the playout delay (i.e., arrive in time for playout) are used by the decoder.  Those packets that miss their playout point are discarded and the next video frame is generated by copying a co-located macroblock from the previous frame.

2. The PSNR is calculated for each user.  The distribution of the PSNR among the users is plotted as a CDF in the figure for each message.
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Figure 3 CDF of PSNR for APTO_ARR and TMMBR messages for 64kbps video

Figure 3 illustrates the gain in PSNR when using the APTO_ARR message over the TMMBR message for dynamic video rate adaptation.  For 66% of the users which are located in the more loaded sectors, the PSNR improvement when using APTO_ARR is very noticeable.  For example, for 10% of the users the difference is greater than 2dB.  For 20% of the users the difference in PSNR is greater than 1.2 dB.  For 30% of the users, the PSNR gain is more than 1 dB.

For the 33% of the users in the lightly loaded sector there is still a gain using TMMBR, albeit smaller than for the loaded sectors.

Figure 4 are the results for video users operating at 128kbps.  The results here are even more significant than the 64kbps case.  20% of the users experience more than 2dB gain in PSNR using APTO_ARR and 45% experience more than 1dB gain.
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Figure 4 CDF of PSNR for APTO_ARR and TMMBR messages for 128kbps video

Video Clips

Clips of the decoded video streams are provided as an attachment to this contribution.

Media Bandwidth

The average RTP video media bandwidth across all the users for each simulation scenario is provided in Table 1.   

	Target Video Data Rate (kbps)
	TMMBR Rate (kbps)
	APTO_ARR Rate (kbps)

	64
	58.1
	54.4

	128
	97.6
	90.1


Table 1 Video Media Bandwidth for TMMBR and APTO_ARR messaging

RTCP Bandwidth

The TMMBR and APTO_ARR messages have the same message sizes.  When included in a compound RTCP packet they each require a total of 105 octets.  Table 2 lists the average RTCP bandwidth for all the users in the cell and the percentage of this bandwidth with respect to the RTP media (vide) rate.  The RTCP bandwidth for all cases is well below the 5% limit.

	Target Video Data Rate (kbps)
	TMMBR Rate (kbps)
	APTO_ARR Rate (kbps)

	64
	0.394  (0.61%)
	 0.416  (0.65%)  

	128
	0.552  (0.43%)
	0.459  (0.36%)


Table 2 RTCP Bandwidth for TMMBR and APTO_ARR messaging

6. Analysis

TMMBR Message
TMMBR only provides maximum rate information to the sender.  However, in wireless packet data systems, the maximum rate at any give time may differ greatly from the sustainable average throughput.  Moreover, it does not provide information about the state of the receiver’s buffer depth with respect to its adaptive playout time and the current throughput of the channel to the receiver (i.e., state of the channel).  The only means for the encoder to adapt to this limited feedback information is for it to set its maximum transmission rate to this value until another TMMBR message is received.  Without the additional information about the status of the receiver and the current throughput, the sender can not employ more advanced adaptation mechanisms to improve video performance.
Dynamic Video Rate Adaptation Using APTO_ARR vs. TMMBR 
The following advantages of APTO_ARR over TMMBR were discussed and analyzed in contribution [2]:

1.
Single message provides information for sender to remove congestion backlog and then operate at a sustainable rate

2.
More flexibility for sender to use additional information at sender (presence of uplink information) to enable more robust adaptation.

3.
Message provides more information for the sender to perform more than simply changing max/average transmission rate.

In generating the simulation results of previous section only the first advantage of the APTO_ARR algorithm has been used.  It can be expected that also using the other two advantages will lead to further gains for APTO_ARR vs. the TMMBR message.

As explained in [2], when the sender receives the APTO_ARR message it uses the APTO and ARR values to: 

1. Estimate the amount of congestion in the data path between the sender and receiver.  The sender uses this information and ARR value to immediately remove the backlog of data in the channel and queues along this transmission path (e.g., the sender’s transmit buffer and the buffer in the HSDPA scheduler).

2. Estimate the sustainable rate of the data path using the ARR value.  Once the congestion backlog is removed the sender tunes its transmission rate to the highest rate sustainable by the channel to provide the best quality while not building up more backlog in the channel.

Figure 5 illustrates how this is performed.  The system is able to sustain an average throughput of X kbps and the sender is transmitting at a higher rate.  The receiver reports that the arrival-to-playout offset is Y ms shorter than it is targeting (i.e., packets are being queued up in the channel and are arriving delayed because of the higher transmission rate).  The sender initially drops its rate below what the channel is currently supporting (X kbps) to remove its estimated backlog of data in the channel.  Then when the estimated backlog is removed, the sender can increase its transmission rate to the average rate supported by the channel.  This allows the sender to converge to a sustainable rate while meeting the receiver’s packet arrival time requirements. 
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Figure 5 Adapting transmission rate to remove backlog of data in channel based on APTO_ARR message

The two objectives of clearing the backlog then operating at the highest sustainable rate of the channel cannot both be achieved with a single rate value.  During congestion the rate needed to remove back-logged data is below the highest sustainable rate of the channel.  If the receiver were only to send the highest sustainable rate of the channel (i.e., the average received rate measured on the channel) then the current backlog in the data path will not be removed since the input and output to the system would be the same.

When using TMMBR messages the receiver cannot enable a precise rate trajectory at the sender.  The TMMBR message cannot provide the necessary control over the sender’s transmission rates for the following reasons:

1. There is jitter in the delivery of TMMBR messages to the sender of the video stream.  The amount of time the sender operates at particular transmission rates is affected by this jitter in TMMBR transmission times.  This jitter is especially pronounced when the TMMBR messages have to be sent on the shared HSDPA downlink to a sender in an MTSI terminal.

2. There is a minimum transmission interval between TMMBR messages specified in the AVPF procedures [8].  This prevents the sender from indicating that the sender should transmit a rate for a time shorter than this minimum transmission interval.

3. The TMMBR message recommends the maximum transmission rate to the sender.  It does not indicate a target rate.  The sender may transmit at a rate lower than the TMMBR value due to local link conditions (e.g., power headroom limitations on the uplink).  In such cases the sender does not follow the rate trajectory indicated by the receiver through the TMMBR messages.   

4. TMMBR messages can be dropped along their path to the video sender.  Loss of any of the TMMBR messages would change the rate trajectory of the sender significantly.
Receiver Report Information
Section 3.2 of contribution [4] suggest the following information in RTCP Receiver Reports might be useful for rate adaptation:

“Packet loss information is primarily an indication of congestion and lack of capacity.  The round trip time (RTT) measurements possible in RTCP also provide information about the build up in buffers etc prior to packet loss occurs. The RTCP jitter measurement also allows for the detection of changes in the jitter behaviour that may arise due to build up in buffers. “

No additional information has been given on how to use this information nor have any simulation results been given to demonstrate the performance.  Following is an analysis of the information in the RTCP Receiver Report and its applicability to performing dynamic rate adaptation.

Packet Loss Measurements
The packet loss information in the RTCP Receiver Report are specified in section 6.4.1 of [6] and included below:

   fraction lost: 8 bits

      The fraction of RTP data packets from source SSRC_n lost since the

      previous SR or RR packet was sent, expressed as a fixed point

      number with the binary point at the left edge of the field.  (That

      is equivalent to taking the integer part after multiplying the

      loss fraction by 256.)  This fraction is defined to be the number

      of packets lost divided by the number of packets expected, as

      defined in the next paragraph.  An implementation is shown in

      Appendix A.3.  If the loss is negative due to duplicates, the

      fraction lost is set to zero.  Note that a receiver cannot tell

      whether any packets were lost after the last one received, and

      that there will be no reception report block issued for a source

      if all packets from that source sent during the last reporting

      interval have been lost.

   cumulative number of packets lost: 24 bits

      The total number of RTP data packets from source SSRC_n that have

      been lost since the beginning of reception.  This number is

      defined to be the number of packets expected less the number of

      packets actually received, where the number of packets received

      includes any which are late or duplicates.  Thus, packets that

      arrive late are not counted as lost, and the loss may be negative

      if there are duplicates.  The number of packets expected is

      defined to be the extended last sequence number received, as

      defined next, less the initial sequence number received.  This may

      be calculated as shown in Appendix A.3.
There are two limitations to using packet loss information for the purpose of rate adaptation feedback:

1. There can be packet losses on the radio link that are not caused by rate variations or a mismatch between the media/application data rate and link rate.  A sender that is using packet loss information to adapt its transmission rate would erroneously change its rate if the packet loss was due to unrelated link errors.

2. The rate adaptation information provides less precise control and will allow packets to be dropped.  This is because the sender only gets a signal to adapt after packets have actually been dropped.  The receiver is unable to use this signalling mechanism to tell the sender to adjust its rate as soon as it determines that there is a rate mismatch.  The sender and receiver have to wait for packets to drop and consequently have the video quality degrade.

Also note that section 3.1 of [5] raises similar concerns with using packet loss information for congestion control feedback.  Use case 7 in this section states the following:

   7. The used congestion control algorithms (AMID and TFRC) probe for

      more bandwidth as long as there is something to send. With

      congestion control using packet-loss as the indication for

      congestion, this probing does generally result in reduced media

      quality (often to a point where the distortion is large enough to

      make the media unusable), due to packet loss and increased delay.
Round Trip Time (RTT) Measurement
Using the delay since last SR field in the Receiver Report allows a sender to determine the roundtrip time of the Sender and Receiver RTCP Reports. 

Round Trip Time measurements using the RTCP Receiver Report information does not provide accurate information for rate adaptation feedback.  It cannot provide the same information as the APTO parameter in the APTO_ARR message for the following reasons:

1. Round trip time does not indicate the one-way end-to-end delay from the sender to the receiver.  A change in the round trip time can also be caused by a delay/congestion in the feedback channel to the sender.  The state of congestion and delay in each direction are not correlated.

2. Round trip time does not indicate the status of the arrival of packets with respect to the receiver buffer’s playout time.  Any adjustments to the receiver’s playout time enabled by adaptive de-jitter buffering is not reflected back to the sender via the round trip time measurement.

3. The roundtrip time for RTCP Sender and Receiver Reports are not necessarily the same as the round trip time for the RTP media.  Across the radio link the RTCP Reports can be sent over separate logical flows than the RTP media.  These flows for carrying media control signalling (RTCP) can also be given different QoS treatments and relative priority over flows carrying RTP media.

Jitter Measurement

The jitter measurement parameter is defined in [6] as follows:

interarrival jitter: 32 bits

      An estimate of the statistical variance of the RTP data packet

      interarrival time, measured in timestamp units and expressed as an

      unsigned integer.  The interarrival jitter J is defined to be the

      mean deviation (smoothed absolute value) of the difference D in

      packet spacing at the receiver compared to the sender for a pair

      of packets.  As shown in the equation below, this is equivalent to

      the difference in the "relative transit time" for the two packets;

      the relative transit time is the difference between a packet's RTP

      timestamp and the receiver's clock at the time of arrival,

      measured in the same units.

      If Si is the RTP timestamp from packet i, and Ri is the time of

      arrival in RTP timestamp units for packet i, then for two packets

      i and j, D may be expressed as

         D(i,j) = (Rj - Ri) - (Sj - Si) = (Rj - Sj) - (Ri - Si)

      The interarrival jitter SHOULD be calculated continuously as each

      data packet i is received from source SSRC_n, using this

      difference D for that packet and the previous packet i-1 in order

      of arrival (not necessarily in sequence), according to the formula

         J(i) = J(i-1) + (|D(i-1,i)| - J(i-1))/16

      Whenever a reception report is issued, the current value of J is

      sampled.

      The jitter calculation MUST conform to the formula specified here

      in order to allow profile-independent monitors to make valid

      interpretations of reports coming from different implementations.

      This algorithm is the optimal first-order estimator and the gain

      parameter 1/16 gives a good noise reduction ratio while

      maintaining a reasonable rate of convergence [22].  A sample

      implementation is shown in Appendix A.8.  See Section 6.4.4 for a

      discussion of the effects of varying packet duration and delay

      before transmission.

The jitter measurement has the following limitations for rate adaptation:

1. This measures the absolute value of the change in the “relative transit times” of successive packets.  Since the statistic is an absolute value, the sender is unable to determine whether an increase in jitter is caused by packets arriving earlier or later.  When considering this for rate adaptation feedback, the sender would not know how to react to an increase in the jitter value as this could be caused by either of the following:

a. Increased congestion which is extending the relative transit times of packets, or 

b. Easing of congestion which is shortening the relative transit times of packets.

2. This measures a change in the arrival times of packets.  The jitter value will increase as packets are becoming more delayed (arrivals are decelerating) or becoming more advanced (arrivals are accelerating).  However, once the link has reached a steady state, the jitter value will return back to its earlier value as packets will experience similar transit times.  Therefore, unless an RTCP Receiver Report is sent at the time the packet arrivals are accelerating or decelerating, the sender will not know of changes in the congestion conditions.

3. The jitter measurement does not indicate the status of the arrival of packets with respect to the receiver buffer’s playout time.  Any adjustments to the receiver’s playout time enabled by adaptive de-jitter buffering is not directly reflected back to the sender via the jitter measurement.

Overhead and Latency of RTCP Receiver Report Information

As part of the recent discussions on adaptation feedback in SA4 and the IETF AVT Working Group [7] has been proposed as a means to reduce the overhead of RTCP messages sent using the AVPF profile.  This draft will allow messages to be sent as non-compound RTCP packets without having to include the RTCP Receiver Report, as well as other messages.  The advantages of smaller non-compound packets are discussed in section 3 of [7] as follows:

   The following benefits exist for the smaller non-compound packets:

   1.  Shorter serialization time, i.e. the time it takes the link to

       transmit the packet.  For slower links this time can be

       substantial.  For example transmitting 120 bytes over an link

       interface capable of 30 kbps takes 32 milliseconds (ms) assuming

       uniform transmission rate.

   2.  For links where the packet loss rate grows with the packet size,

       smaller packets will be less likely to be dropped.  Example of

       such links are radio links.  In the cellular world there exist

       links that are optimized to handle RTP packets with speech and

       these packets common sizes.  Compound RTCP packets commonly are

       2-3 times the size of a RTP packet with compressed speech.  If

       the speech packet over such a bearer have a packet loss rate of

       p, then the RTCP packet will experience 1- (1-p)^x where x is the

       number of fragments the compound packet will be split on the link

       layer, i.e. 2 or 3 commonly.

Therefore dynamic rate adaptation algorithms that do not require the RTCP Receiver Report statistics will be able to take advantage of the above benefits.  Furthermore, because of the questionable value of these statistics for dynamic rate adaptation (as discussed in the previous sections) we believe that these statistics should not be included with dynamic rate adaptation feedback messages.

7. Conclusion

Dynamic rate adaptation can significantly improve the performance of MTSI video users being served by the HSDPA shared downlink channel.  

The APTO_ARR signalling message proposed has been demonstrated to provide information to enable fast, versatile, and accurate encoder adaptation mechanisms.  Furthermore, it has also been shown to provide better performance than a TMMBR-based adaptation mechanism. 
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