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Introduction

MeCAR “Media Capabilities for Augmented Reality” specifies the media capabilities of a UE for the execution of AR services and applications. The work resulted in TS 26.119 [1] which defines audio, video, scene description and XR system capabilities for four device types representing different form factors of XR devices. Developed to support different services, TS 26.119 provides common data structures and semantics for some metadata and QoE metrics generated by the UE. An example of specifications leveraging TS 26.119 is the TS 26.565 “Split Rendering Media Service Enabler” [2].

Description
The four device types defined in TS 26.119  are type 1 “Thin AR glasses”, type 2 “AR glasses”, type 3 “XR phone” and type 4 “XR head-mounted display”. Note that the targeted services and applications belong to the AR domain while the device types 3 (XR phone) and 4 (XR head-mounted display) may be capable of running other types of XR applications but those other mode operations are out of scope of TS 26.119.
For each device type, TS 26.119 specifies the mandatory and optional media capabilities to be supported by the UE. Those media capabilities pertain to audio, video, scene processing and XR systems capabilities and are summarised in terms of supports of audio codecs (EVS, IVAS and AAC-ELDv2), video codecs (AVC and HEVC), scene description formats (glTF 2.0 [3] and its extension in MPEG-I Scene Description [4]).
Regarding metadata, the defined common metadata in TS 26.119 are the pose information, possibly predicted for a future point in time, the action object representing actions performed by a user of an AR application and the available visualization space object representing a 3D space within the user’s real-word space that is suitable for rendering virtual objects.

Lastly, to assess the quality of experience of an AR application, TS 26.119 defines a set of QoE metrics which can be reported by the UE. Those metrics are time duration from pose to render to photon, time duration from render to photon, time duration for roundtrip interaction delay, time duration for user interaction delay, time of content age and time duration for scene update.
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