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********** First Change **********
[bookmark: _Toc108086222][bookmark: _Toc113369781][bookmark: _Toc120118712][bookmark: _Toc154165175]5.1.3	Service flows
1.	The fleet of trucks belonging to L leave the logistic center located in the middle of the uninhabited region hundreds of kilometers northeast of the major city Erehwon. There are many devices located in this fleet. The trucks and their contents comprise a physically dense group of UEs, all communicating periodically with the network. This 'massive IoT' group leaves the coverage of the logistics center. The network coverage over the road through the uninhabited region is very sparse.
2.	As the trucks proceed into extreme low coverage, the energy consumed to communicate with the IoT devices increases. This energy consumption increase is monitored by the 5G network and can be aggregated, e.g. at the slice level.
3.	The 'green service' policy for the service provided to L includes a maximum energy consumption rate. At a certain point the IoT communication of the fleet exceeds this maximum energy consumption rate.
4.	The policy indicates that latency can be traded off with energy consumption for service to L; the communication service is delay tolerant in this condition. As the energy consumption rate has exceeded the maximum, the latency is increased to enforce this policy. In effect, L's fleet receives very limited service, with high latency, even for a limited period of time, no service at all.
NOTE:	This use case does not describe how latency is increased, but does assume that this increase will result in a reduction of energy consumption. It is possible to reduce energy consumption by offering less service.
The use case description does not define how operator M offers the 'green service'. One possibility is that the maximum energy consumption policy applies to all services for the subscription of a device deployed by L with operator M. This simple policy may not be appropriate if the UEs deployed by L use different kinds of services at different times. In this case, the policy would apply to specific services (service flows, etc.) A requirement at the service flow level is not pursued in this use case.
A further option is that specific network slices apply a 'green service' policy to all services communicating by means of that slice. 
The use case does not describe how energy consumption is determined. There is related work in SA5 and RAN3 to determine energy consumption. If energy consumption cannot be determined at the granularity, e.g. of a specific service or network slice or even the aggregate energy consumption of a subscriber, it is still possible to identify the total energy consumption of different elements in the 5G network. It is therefore possible, at least in principle, to divide the total energy by the number of served sessions, subscribers, etc. 'Average consumption' of a node or cell or network slice, etc. is a course unit of measurement, and does not reflect the true energy consumption at the finer granularity, though it still can be a useful metric.
Though an averaging approach could be useful to count the total amount of energy used to attribute to each subscriber, this approach is not enough to measure the rate of energy consumption as described in this use case. For this, there would have to be finer granularity energy reporting than 'per node' or 'per cell.' Though this is not yet supported in the 5G network.

********** Next change **********

[bookmark: _Toc108086224][bookmark: _Toc113369783][bookmark: _Toc120118714][bookmark: _Toc154165177]5.1.5	Existing feature partly or fully covering use case functionality
The 5G network can monitor energy consumption. The existing energy consumption monitoring is done at an O&M level, per network node, per cell and per network slice. The number of UEs per network node, cell and network slice are also known. Please see Annex A for an overview of existing energy efficiency standardization, which includes the determining energy consumption for use in calculating energy efficiency.
The 5G network can enforce performance criteria, as described in TS 22.261, 6.7 [15]. Most of the enforcement requirements refer to prioritization, but policies that result in other enforcement are possible too, e.g. gating, charging, credit control, restrictions with respect to maximum allowed resources, etc.
Gap: there is currently no means for the 5G network to determine the per subscriber or per network slice service flow energy consumption. This information is not included in network data analytic services.

********** Next change **********

[bookmark: _Toc120118738][bookmark: _Toc154165201]5.5.1	Description
In this scenario, a service provider monitors events resulting from energy consumption policy triggers in the 5G system. These triggers correspond to monitoring policy in the 5G system as well as energy enforcement policies.
[image: ]
Figure 5.5-1: Monitoring of Energy Events by the 5G network for an AS
In Figure 5.5.1, the application server AS obtains information corresponding to the energy consequences of a UE 'A' served by the 5G network. 
This use case will provide a description of a scenario in which the service provider (who operates an application server) cares about energy consumption in the 5G system as a result of the service to UE A. This could be for 3 reasons:
- the service provider needs to show they are saving energy;
- the service has an associated energy cost, and the service provider wants to reduce it. This is analogous to the use of industrial or consumer electronics when energy rates are lower, and also as an incentive to operate more efficiently;
- the service provider recognizes that there are policies that limit energy use (such as aggregate energy use of a network slice) and controls the overall use of the service to operate within those constraints.
The use case introduces five new concepts related to new energy events and energy event monitoring: 
a)	the ability for the network operator to create a 'maximum energy credit' policy, after which services are gated;
b)	the ability for the network operator to inform an AS of the 'maximum energy credit expired' event;
c)	the ability for the 5G system to calculate 'energy credit' use;
d)	the ability to monitor and provide to the AS the use of 'energy credits' (or other energy 'quantum');
e)	the support a new policy that establishes the energy consequence for charging control - either charging for use of energy or establishing an 'energy credit limit' for enforcement by the 5G system. 



********** Next change **********

[bookmark: _Toc154165226]5.8.5	Existing features partly or fully covering the use case functionality
EE TS 28.310 [6] specifies the work in 3GPP related to energy efficiency. It specifies use cases relating to energy efficiency such as switching off edges UPFs for low-latency communication in certain geographical areas when no user is actively using them. Based on the scenarios the document presents requirements to be considered to support energy efficiency. The main requirements among them are requirements related to Power, Energy and Environmental measurements as well as requirements concerning energy saving. 
This use case uses the existing 3GPP features as input for the application-level energy efficiency prediction, without providing an overlapping capability. In particular, the energy monitoring and optimization tasks in OAM cannot consider per application / session energy monitoring/predictions, and are limited to the energy calculation and monitoring per managed element (e.g. NG-RAN, UPF, network slice...). 

********** Next change **********

[bookmark: _Toc119965616][bookmark: _Toc154165247]5.11.5	Existing feature partly or fully covering use case functionality
Network sharing is an existing technique used to save resources across operators (see in clause 6.21 of TS 22.261, cl 6.21), which could be leveraged for “communication service pooling” for energy saving purposes. 
However, current network sharing agreements are mainly on a permanent basis with little flexibility in time and space. Indirect network sharing is a promising technique that can be considered for this use case.
Minimization of Service Interruption (MINT) as defined in clause 6.31 of TS 22.261, cl 6.31 in another existing feature, which has specified that “UEs can obtain service in the event of a disaster, if there are PLMN operators prepared to offer service. The minimization of service interruption is constrained to a particular time and place. To reduce the impact to the 5G System and EPS of supporting Disaster Roaming, the potential congestion resulting from an influx or outflux of Disaster Inbound Roamers is taken into account.”. Requirements exist, e.g., “to provide means to enable a UE to access PLMNs in a forbidden PLMN list if a Disaster condition applies and no other PLMN is available except for PLMNs in the forbidden PLMN list”.
Disaster roaming is further specified in clauses 4.4.3.3.1 and 3.10 of TS 23.122.
However, this use case is not related to disaster condition. Furthermore, differently from disaster roaming, there may be no detection of failure of home PLMN by the UE, and the pooling (i.e., roaming) duration may be known in advance.

********** End of Changes **********
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