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1. Introduction

A RAN5 Study Item concerning UE Application Layer Data Throughput Performance was approved at the RAN#84 meeting in June 2019[1]. The objective of this Study Item is to define test procedures to measure UE data throughput performance at the application-layer for 5G.
2. Text Proposal
A text proposal for the section on choosing upper layer overhead for TCP and UDP Application Throughput tests is proposed in the document.
3. Proposal
It is proposed to consider the following text proposal as a reference for Application Layer Data Throughput Tests for TR 37.901-5 [1]. 
4. References

[1] RP-191590 - New SID: Study on 5G NR Application Layer Data Throughput Performance
[2] R5-194763 - New Study Item on 5G NR Application Layer Throughput Performance Testing
[3] R5-195421 - Study on 5G NR Application Layer Data Throughput Performance; ATT, China Telecom, CMCC, Keysight, Orange, PCTest Engineering Lab, Qualcomm, Rohde & Schwarz, Telecom Italia, Verizon, Vodafone, ZTE

[4] R5-195422 - LS to RAN4 to update 38.101-4 with Link Adaptation requirements, Qualcomm Inc.
[5] R5-196898 – Skeleton and initial baseline text for TR 37.901-5, Qualcomm Inc.
[6] R5-198812 – Discussion on Upper Layer Parameters and Application Throughput Details, Qualcomm Inc.
5.4.2
Application Layer Protocol
The following items have been considered for appropriate application layer protocols that utilize TCP as a transport protocol.

-
FTP

-
TFTP

-
SFTP

-
HTTP

-
VoIP (RTP-based)

To reduce the amount of testing, it is proposed to use  raw TCP data transfer. FTP (File Transfer Protocol) runs on top of TCP/IP and is frequently used in applications where download/upload performance would be noticeable to the end user.

The following list identifies the reasons not to duplicate testing across the other application layer protocols.

-
SFTP and HTTP both use TCP as a transport protocol. So it is redundant to use HTTP/SFTP protocols to test data throughput when FTP protocol is used.

-
For test purposes, HTTP is typically used to benchmark the browser’s rendering capabilities as a functional test. Download performance in terms of relative throughput is not as noticeable to the end user as it would be for file downloads.

-
SFTP is process intensive and used to exercise the security engine within the UE.

-
TFTP is typically used in embedded devices to update the firmware in a reliable way using a low footprint stack to avoid using the full TCP stack. TFTP is a request-response protocol and is not a candidate for performance analysis.

-
VoIP (RTP-based) applications are diverse in nature and application compatibility is an issue for a standard set of UE Application Layer Data Throughput Performance test procedures.

For UDP, it is proposed to use raw data transfer as opposed to defining a streaming protocol to simplify the UDP transfer application requirements.


5.4.2.1
TCP Settings

It is recommended that the TCP client/server used for testing meet the following requirements:

-
The TCP send/receive buffer sizes at the server should be set to values sufficiently large to ensure they do not limit the maximum throughput achievable at the UE

-
The tx queue length should be set to a value sufficiently large value to ensure flow control between the network interface (ppp) and TCP is not triggered

For embedded testing, which is considered the default mode, the embedded client will reside in the UE under test. This will require an application to be installed on the UE. It is recommended that this application meet the following requirements:

-
The embedded application should allow the user to transfer files of formats supported by the UE, in binary mode, both in the Downlink and the Uplink.

-
The embedded application should provide the means to compute the throughput T as defined in subclause 5.1.2 at the end of each file transfer.

-
The embedded application should provide an interface allowing automation of testing. If an interface for automation of testing is implemented, it is recommended to use the embedded data client automation recommendations in Annex E.

-
The embedded application should not implement hidden optimizations that might impact the throughput.

It is recommended that the TCP data application used on the tethered PC for tethered testing (when embedded cannot be performed) meet the following requirements:

-
The tethered TCP application should allow the user to transfer files of any format supported by the tethered PC, in binary mode, in both the Downlink and the Uplink

-
The tethered TCP application should provide the means to compute the throughput T as defined in subclause 5.1.2 at the end of each file transfer

-
The tethered TCP application should provide an interface allowing automation of testing

-
The tethered TCP application t should not implement hidden optimizations that might impact the throughput

An example of an TCP raw data generating application meeting these requirements is the iperf. This example is cited for information only and does not in any way preclude the use of other applications meeting the recommended requirements.

The following settings are to be used.

-
The TCPWindowSize is derived based on the bandwidth-delay product (BDP) for the particular radio access bearer used in the test. Refer to clause 5.4.2.1.1 for guidance concerning the TCP advertised receiver window size setting.

-
The TCPWindowSize is adjusted to near even-multiple of TCP MTU. The Windows Scaling is enabled for all FTP transfers.

-
The socket buffer sizes are set to even-multiples of TCP MTU in use and set to values equal or greater than the BDP.

-
The TCP MTU size is set to a value comprised between 1280 and 1500 bytes as recommended by the manufacturer.

-
Either IPv4 or IPv6 can be used, but only results obtained with the same IP address type can be compared, since the IP address type will affect the measured throughput.

5.4.2.1.1
TCP advertised receiver window size setting
In order to achieve maximum throughput during FTP testing, the TCP advertised receiver window size must be equal to or greater than the BDP (Bandwidth Delay Product), which can be expressed as follows:


BDP = TCP data rate * RTT

Where:


TCP data rate is the portion of the radio bearer used to send TCP data


RTT is the unloaded Round Trip Time between TCP end-points (FTP server and tethered laptop/embedded FTP app) as seen by the TCP sender.

Note that the TCP data rate and the RTT may be different for different test procedures.

5.4.2.2
UDP Settings

It is recommended that the UDP server used for testing meet the following requirements:

-
UDP blast duration shall be selected to meet the minimum test times using a sufficient rate to prevent physical layer DTX based upon the UE Category.

For embedded testing, which is the default mode, the UDP client will reside in the UE under test. This will require an UDP application to be installed on the UE. It is recommended that this application meet the following requirements:

-
The embedded UDP application should allow the user to transfer files of formats supported by the UE, in binary mode, both in the Downlink and the Uplink.

-
The embedded UDP application should provide the means to compute the throughput T as defined in subclause 5.1.2.

-
The embedded UDP application should provide an interface allowing automation of testing. If an interface for automation of testing is implemented, it is recommended to use the embedded data client automation recommendations in Annex E.

-
The embedded UDP application should not implement hidden optimizations that might impact the throughput.

It is recommended that the UDP application used on the tethered PC for tethered testing (when embedded testing cannot be performed) meet the following requirements:

-
The tethered UDP application should allow the user to transfer files of any format supported by the tethered PC, in binary mode, in both the Downlink and the Uplink.

-
The tethered UDP application should provide the means to compute the throughput T as defined in subclause 5.1.2.

-
The tethered UDP application should provide an interface allowing automation of testing.

-
The tethered UDP application should not implement hidden optimizations that might impact the throughput.

The following settings are to be used.

-
The UDP MTU size is set to a value comprised between 1280 and 1500 bytes as recommended by the manufacturer.

-
The UDP transfers are always carried out in Binary mode.

-
The contents of the files to be transferred over UDP are chosen in such a way that they are statistically random, with least compressibility.

-
No application level compression protocols are used to compress the UDP files.

-
Either IPv4 or IPv6 can be used, but only results obtained with the same IP address type can be compared, since the IP address type will affect the measured throughput.
5.4.3
Upper Layer impact on throughput measurements
5.4.3.1 Overview

The NG user plane interface (NG-U) is defined between the NG-RAN node and the 5G User Plane Function (UPF). The user plane protocol stack of the NG interface is shown on Figure 2.1-1. The transport network layer is built on IP transport and GTP-U is used on top of UDP/IP to carry the user plane PDUs between the NG-RAN node and the UPF.
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Figure 2.1-1: NG-U Protocol Stack

NG-U provides non-guaranteed delivery of user plane PDUs between the NG-RAN node and the UPF.
To understand the transport layer mechanisms better (as they are the key component of end to end data throughput testing), it needs to be noted that both gNB and ng-eNB are connected to 5GC over NG interface.

The transport layer for data streams over NG is an IP based Transport. The following figure shows the transport protocol stacks over NG [
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Figure 2.1-2: Transport network layer for data streams over NG

The GTP-U (TS 29.281 [3]) protocol over UDP over IP shall be supported as the transport for data streams on the NG interface. The data link layer is as specified in clause 4.
The transport bearer is identified by the GTP-U TEID (TS 29.281 [3]) and the IP address (source TEID, destination TEID, source IP address, destination IP address).
For the purpose of understanding transport layer throughput aspect, we can focus on the below block diagram which depicts the key layer within which data overhead has to be accounted when estimating expected end to end throughput.

	Transpot Layer Protocols (TCP or UDP)

	Ipv6 (RFC 2460) or Ipv4 (RFC 791)

	PDCP

	RLC

	MAC

	Physical Layer


Figure 2.1-3: 5G NR Data Plane Stack 
5.4.3.2 TCP/UDP Layer

Starting with the transport layer, we shall assume 1500 octets of MTU size at IP layer throughout this discussion paper (as described in section 2.3).
TCP header size is 24 octets, according to RFC793

UDP header size is 8 octets, according to RFC768

Worst case effective TCP payload = 1460 – 24 = 1436 octets (IPv6) and 1476 – 24 = 1452 octets (IPv4)

Worst case effective UDP payload = 1460 – 8 = 1452 octets (IPv6) and 1476 – 8 = 1468 octets (IPv4)

5.4.3.3 IP Layer

Header size for IPv6 packet is 40 octets [RFC8200] and 24 octets for IPv4 packet [RFC791]

Typical MTU size used is 1500 octets according to RFC2460

Therefor, the worst case Effective payload = 1500 – 40 = 1460 octets for IPv6 and 1500 – 24 = 1476 octets for IPv4

5.4.3.4 PDCP Layer

Maximum supported size of PDCP SDU is 9000 octets, according to 38.323 v15.6.0 Clause 4.3.1

Maximum overheads due to PDCP-SN and MAC-I are 7 octets, according to 38.523 v15.6.0 Clauses 6.3.2 and 6.3.4.

For a typical MTU size of 1500 octet in IP layer, and considering 7 octets of overhead, maximum allowable RLC Data field size is 1500+7 = 1507 octets
5.4.3.5
RLC Layer

Based on TS 38.322 Clause 6.2.2, Maximum RLC PDU header size is 5 octets.

Allowable maximum MAC SDU is 1507+5 = 1512 octets

As per 38.321, maximum MAC header size can be up to 3 octets, making effective MAC payload size to be 1512+3 = 1515 octets
5.4.3.6
Overhead between MAC and TCP/UDP layer

In this section, we calculate the cumulative overhead due to headers added at each of the layers: MAC, RLC, PDCP, IP and TCP/UDP 

For UDP, cumulative overhead between MAC and UDP is (1516-1452)/1516 = 4.1% for IPv6

                                                                                        and (1516-1468)/1516 = 3.1% for IPv4

For TCP, cumulative overhead between MAC and TCP is (1516-1436)/1516 = 5.5% for IPv6







   And (1516-1452)/1516 = 4.4% for IPv4

5.4.3.7
Overhead for LTE

For LTE, maximum MAC and RLC header sizes are comparable to NR, according to 36.321 and 36.322 respectively.

Based on 36.323, DRB PDCP headers can be up to 3 octets, this is lower than NR PDCP overhead as discussed in Section 2.5.

Hence, the overhead calculated in Section 2.7 can be proposed for LTE.

5.4.3.8
SA, NSA and NSA split-bearer

Overhead calculated in Section 2.7 is applicable for SA test mode.

For NSA Secondary Cell Group bearer and split-bearer case, similar overhead can be used based on above discussion. 
_1635282440.vsd
User Plane PDUs


GTP-U


UDP


IP


Data Link Layer


Physical Layer



