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1. Introduction

A RAN5 Study Item concerning UE Application Layer Data Throughput Performance was approved at the RAN#84 meeting in June 2019[1]. The objective of this Study Item TR 37.901-5 is to define test procedures to measure 5G NR UE data throughput performance at the application-layer. This discussion paper includes a study of the upper layer aspects that need to be understood while defining 5G NR application layer throughput procedures. 
2. Discussion
In this section, we discuss some basic concepts of the NG protocol stack. In addition, there is a discussion on the header sizes encountered across the various layers such as RLC, PDCP, IP and TCP/UDP and their impact on Application Throughput. This is detailed in terms of overhead generated between Physical layer and Application layer. We consider RLC segmentation, addition of RLC, PDCP, IP and TCP/UDP header for worst case scenario, i.e. identify RLC and PDCP parameters for highest overhead. This will provide a good reference to determine the overhead that needs to be accounted for when estimating expected throughput values.
2.1 Overview
The NG user plane interface (NG-U) is defined between the NG-RAN node and the 5G User Plane Function (UPF). The user plane protocol stack of the NG interface is shown on Figure 2.1-1. The transport network layer is built on IP transport and GTP-U is used on top of UDP/IP to carry the user plane PDUs between the NG-RAN node and the UPF.
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Figure 2.1-1: NG-U Protocol Stack

NG-U provides non-guaranteed delivery of user plane PDUs between the NG-RAN node and the UPF.
To understand the transport layer mechanisms better (as they are the key component of end to end data throughput testing), it needs to be noted that both gNB and ng-eNB are connected to 5GC over NG interface.

The transport layer for data streams over NG is an IP based Transport. The following figure shows the transport protocol stacks over NG 
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Figure 2.1-2: Transport network layer for data streams over NG

The GTP-U (TS 29.281 [3]) protocol over UDP over IP shall be supported as the transport for data streams on the NG interface. The data link layer is as specified in clause 2.2.
The transport bearer is identified by the GTP-U TEID (TS 29.281 [3]) and the IP address (source TEID, destination TEID, source IP address, destination IP address).
For the purpose of understanding transport layer throughput aspect, we can focus on the below block diagram which depicts the key layer within which data overhead has to be accounted when estimating expected end to end throughput.
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Figure 2.1-3: 5G NR Data Plane Stack 
2.2 TCP/UDP Layer

Starting with the transport layer, we shall assume 1500 octets of MTU size at IP layer throughout this discussion paper (as described in section 2.3).
TCP header size is 24 octets, according to RFC793

UDP header size is 8 octets, according to RFC768

Worst case effective TCP payload = 1460 – 24 = 1436 octets (IPv6) and 1476 – 24 = 1452 octets (IPv4)
Worst case effective UDP payload = 1460 – 8 = 1452 octets (IPv6) and 1476 – 8 = 1468 octets (IPv4)
2.3 IP Layer

Header size for IPv6 packet is 40 octets [RFC8200] and 24 octets for IPv4 packet [RFC791]
Typical MTU size used is 1500 octets according to RFC2460

Therefor, the worst case Effective payload = 1500 – 40 = 1460 octets for IPv6 and 1500 – 24 = 1476 octets for IPv4
2.4 SDAP layer

In case of SA mode, SDAP header size is 1 byte, according to 37.324. For a typical MTU size of 1500 octet at IP layer, this amounts to SDAP payload of 1500+1 = 1501 octet.
2.5 PDCP Layer
Maximum supported size of PDCP SDU is 9000 octets, according to 38.323 v15.6.0 Clause 4.3.1
Maximum overheads due to PDCP-SN and MAC-I are 7 octets, according to 38.523 v15.6.0 Clauses 6.3.2 and 6.3.4.
For a typical MTU size of 1500 octet in IP layer, and considering 7 octets of overhead, maximum allowable RLC Data field size is 1501+7 = 1508 octets
2.6 RLC Layer

Based on 38.322 Clause 6.2.2, Maximum RLC PDU header size is 5 octets.
Allowable maximum MAC SDU is 1508+5 = 1513 octets

As per 38.321, maximum MAC header size can be up to 3 octets, making effective MAC payload size to be 1513+3 = 1516 octets
2.7 Overhead between MAC and TCP/UDP layer

In this section, we calculate the cumulative overhead due to headers added at each of the layers: MAC, RLC, PDCP, IP and TCP/UDP 

For UDP, cumulative overhead between MAC and UDP is (1516-1452)/1516 = 4.1% for IPv6
                                                                                        and (1516-1468)/1516 = 3.1% for IPv4
For TCP, cumulative overhead between MAC and TCP is (1516-1436)/1516 = 5.5% for IPv6






   And (1516-1452)/1516 = 4.4% for IPv4
2.8 Overhead for LTE
For LTE, maximum MAC and RLC header sizes are comparable to NR, according to 36.321 and 36.322 respectively.
Based on 36.323, DRB PDCP headers can be up to 3 octets, this is lower than NR PDCP overhead as discussed in Section 2.5.

Hence, the overhead calculated in Section 2.7 can be proposed for LTE.
2.8 SA, NSA and NSA split-bearer

Overhead calculated in Section 2.7 is applicable for SA test mode.

For NSA Secondary Cell Group bearer and split-bearer case, similar overhead can be used based on above discussion. 
3. Proposal
Proposal:Agree to the below suggested values as possible data points to include in the 5G NR App Tput Study Item
For Ipv4: It is proposed to consider 5% overhead over Physical Layer Throughput for TCP Application layer throughput, and 3% overhead over Physical Layer Throughput for UDP Application layer throughput. UDP or TCP throughput measurements are expected to be reduced by these respective %-ages from the physical layer throughput.
For Ipv6: It is proposed to consider 6% overhead over Physical Layer Throughput for TCP Application layer throughput, and 4% overhead over Physical Layer Throughput for UDP Application layer throughput. UDP or TCP throughput measurements are expected to be reduced by these respective %-ages from the physical layer throughput.
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