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1 		Introduction
R4-1712661 proposes a phase ripple test for evaluating the phase uniformity in the test volume in addition to the magnitude ripple qualification test defined in R4-1711278.  The proposed approach requires linear scans of the test volume in small increments that would generally dictate the use of linear positioning equipment.  Since this positioning equipment is not a part of the measurement system, the would add significant cost to the system solely for the purpose of the validation test.  Likewise, the cost in test time to perform high resolution scans is a concern.  An alternate proposal was offered at RAN4 #85 in Reno to use frequency dependent information to extract more detail about the phase from a smaller subset of points (i.e. the cardinal positions in the central plane of the test volume) in order to determine if the phase curvature exceeds the desired limit.  This paper will summarize some of the possible concepts and evaluate the pros and cons of these solutions.
2	Discussion
2.1	Background
Figure D.1.6-1 in R4-1711278 illustrates the proposed test volume coordinate system and ripple test points.  
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Figure 1.  Site validation coordinate system.
A planar scan in the y-z plane would be a common approach to evaluating the field uniformity within the quiet zone and the variation in phase would be indicative of how far the resulting fields varied from a plane wave.  Scanning along the cardinal y (P4 to P5) and z (P6 to P7) axes would provide a similar level of detail, although testing along the symmetry directions defined by the measurement antenna polarization risks missing issues that may be found in off-axis directions.  Scanning along x (P2 to P3) provides little useful information over the z-y plane/axis data since in the ideal case, the variation in phase is simply a function of wavelength.  Variation due to defects in the test system will only offer a second or third order variation in the phase over that due to distance variation, making evaluation difficult. 
Evaluating just the cardinal positions (P1, P4, P5, P6, and P7) in the z-y plane would caliper the phase taper for a typical far field range configuration, but risks missing any aliasing (±180° phase wrap) that might occur in the intervening space.  However, by using frequency information, it’s possible to overcome this limitation.
2.2 	Magnitude vs. Phase Error due to Chamber Reflections
One can estimate the vector error due to an individual direct vs. reflected path summing together in the test volume.  A ‑20 dB reflected path (high for the scenarios we’d be considering) will produce a 20*log10(1±0.1) = +0.82/-0.92 dB magnitude error.  However, that same reflection at with a 90° phase delta relative to the direct signal will only produce a 5.7° phase error.  At the absorber performance and relative path losses expected in a typical chamber, the error from a given path is in the hundredth of a dB range with phase errors in the couple of tenths.  The point here is that gross problems in the chamber performance should show up as unacceptable errors in the magnitude ripple long before the phase ripple becomes excessive.  This assumes that the magnitude ripple test is looking at LOS (e.g. EIRP) performance and not just integrated (TRP) performance, which would tend to average out the amplitude ripple.  
2.3 	Using Time Domain Information
By taking a frequency sweep across a typical mmWave channel bandwidth (e.g. 1 GHz) it’s possible to extract information from the frequency data by transforming it into the time domain.  The frequency domain information (Figure 2) contains considerable amplitude ripple due to the -30 dB reflections applied to the small cell walls of this simulated system.  However, any error in the phase is barely visible on the full-scale plot.  Figure 4 shows the time domain transform of the frequency domain data.  While the reflections are clearly visible and can easily be gated out, it’s apparent that with a 1 GHz span, we do not have enough time resolution to evaluation the planarity of the incoming wave, even if we take the difference between the frequency domain traces in the center vs. the edge.  Since we’re looking to resolve a maximum error of 15°, the time resolution needs to be better than 1/24th of a wavelength.  For reasonable accuracy, let’s assume 5° resolution.  The t resolution between points in the time domain is the inverse of the frequency span, and the period of a wave at 28 GHz is 35.7 ps, so we need a temporal resolution of about half a picosecond to be much use.  To get there, we would need to measure a frequency span of 1/0.5 ps = 2 THz, so that’s not going to happen!  Nonetheless, the time domain is useful in evaluating the impact of reflections in the environment and gating them out.     
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[bookmark: _Ref503542328]Figure 2. Path loss vs. frequency for a theoretical small range.
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[bookmark: _Ref503544839]Figure 3  Phase change vs. frequency.  Note that there's no obvious effect of the reflections relative to the net phase change.
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[bookmark: _Ref503542962]Figure 4.  Time domain transform from the previous frequency domain data.

2.4 	Back to the Frequency Domain – Group Delay
All is not lost in terms of getting useful information from the frequency domain.  Figure 3 illustrates that the phase changes relatively slowly as a function of frequency, although by the time path lengths of cables and other components in the system into account, that may not necessarily be the case.  However, since what we really care about is the difference in electrical length between two points in the test volume, we can use the center point in the test volume as a reference and subtract the vector frequency response data from the subsequent positions to get the delta between those positions.  However, as previously stated, we don’t know if there’s aliasing in the phase produced by that difference, so we need another way of determining the relative difference between the two points.  Enter group delay, defined as ‑d/d, which is simply the slope of the phase vs. frequency curve.  The longer the path length, the more times the frequency wraps in phase and thus the higher slope and larger the group delay.  If two paths are the same electrical length, then their group delay will be equivalent.  There’s still the concern of the potential of aliasing even in frequency, although it’s easy to increase the frequency resolution to avoid that.  And going back to the idea of subtracting the reference curve in the frequency domain, the resulting group delay should be zero for two points with the same electrical length.  This should be obvious for the case where the lengths are identical since the phase delta is zero at all frequencies and thus the slope of the relative phase is zero as well.  The advantage here is that this approach is relatively insensitive to aliasing in space (e.g. it could be used to accurately evaluate the differences between P2 and P3) so it becomes a good mechanism for determining if the phase error between two points is in fact less than a fraction of a wavelength.
2.5 	Some Potential “Gotchas”
The previous discussion all centers on the assumption of a spherical wave front with the associated spherical phase taper across the test volume.  As long as the chamber refection contributions are reasonable, the phase variation in the test volume will be dominated by the source signal and not the reflections.  Thus, measuring the relative variation from center to edge of the test volume is sufficient to caliper the phase taper.  However, in the case of alternate methods designed to generate a plane wave at shorter range lengths, this assumption no longer holds.  A defect in a CATR or lens could easily produce a non-uniform wave front.  Since these alternate methods are intended to create a planar wave front and thus should have minimal phase variation across the test plane, any defect would be a deviation from this ideal case.  However, the use of only the three points and the assumption that the wavefront should be spherical would potentially miss a real defect.  It’s not known at this time if such a defect would also impact the magnitude sufficietly so that the error would be detected by the proposed ripple test.  Figure 5 and Figure 6 illustrate a modelled plane wave synthesis, that while imperfect, would likely pass any specified requirement, with about ±0.25 dB of magnitude ripple across the 15 cm circle, and ±2° in phase.  Introducing a defect into the synthesis produces the results shown in Figure 7 and Figure 8.  While there is some notable distortion to the magnitude, the impact on the phase is much more noticeable.  Granted in this scenario it only increases to about ±3°, but the change is not insignificant relative to the change in magnitude.  The important point, however, is that the single point tests would indicate that the phase taper was in the tenths of a degree in either case.
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[bookmark: _Ref503976756]Figure 5.  Pseudo-plane-wave illumination relative magnitude plot.
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[bookmark: _Ref503976762]Figure 6.  Pseudo-plane-wave illumination relative phase plot.
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[bookmark: _Ref503977601]Figure 7.  Relative magnitude plot of pseudo-plane-wave illumination with defect.
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[bookmark: _Ref503977611]Figure 8.  Relative phase plot of pseudo-plane-wave illumination with defect.

[bookmark: _GoBack]Oh, and by the way, a spherical test volume of 15 cm is not large enough to hold a 15 cm device.  The far-field condition at 28 GHz corresponds to a range length of 5 m.  At that distance, the amplitude taper of a Hertzian point dipole is less than 0.3 dB, while the phase taper just meets the 15 degree criteria in the ~15 cm circle (Figure 9).  However, at the corners of the square plane, the phase taper reaches 40 degrees.  The iPhone 8 Plus is 158.4×78.1×7.5 mm, and the Galaxy S8+ is 159.5×73.4×8.1 mm, giving each a maximal test volume diameter requirement on the order of 17.6 cm, which, even considering housing thickness and the like would still exceed the 15 cm test volume we’re currently considering.  The corners of such a device would see considerably more than 15° of phase taper.
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[bookmark: _Ref503982268]Figure 9.  Magnitude and Phase taper from 5m range.


3	Conclusion
In this contribution, we have shown various ways of using frequency and time domain information to improve our site characterization tests, as well as some potential pitfalls in the process.  
image4.emf
Time Domain Delay Profile

Path Loss (dB)

Time  (s)

0 0.03 0.01 0.02

(x10)

-6

-160

-70

-150

-140

-130

-120

-110

-100

-90

-80

Reflections No Reflections


image5.emf
Relative Magnitude

Response  (dB)

Y  (cm)

X  (cm)

-1.4

0

-1.2

-1

-0.8

-0.6

-0.4

-0.2

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image6.emf
Relative Phase

Phase  (°)

Y  (cm)

X  (cm)

-5

5

-4

-3

-2

-1

0

1

2

3

4

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image7.emf
Relative Magnitude

Response  (dB)

Y  (cm)

X  (cm)

-1.4

0

-1.2

-1

-0.8

-0.6

-0.4

-0.2

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image8.emf
Relative Phase

Phase  (°)

Y  (cm)

X  (cm)

-5

5

-4

-3

-2

-1

0

1

2

3

4

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image9.emf
Relative Magnitude

Response  (dB)

Y  (cm)

X  (cm)

-0.003

0

-0.002

-0.001

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image10.emf
Relative Phase

Phase  (°)

Y  (cm)

X  (cm)

-40

0

-35

-30

-25

-20

-15

-10

-5

-7.5 7.5 -6 -4 -2 0 2 4 6

-7.5

7.5

-6

-4

-2

0

2

4

6


image1.png
Measurement
Antenna





image2.emf
Path Loss vs. Frequency
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Phase Change vs. Frequency
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