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1. Introduction

At SA4#30 (Febr. 2004) it was decided to draft a permanent document about how to perform simulations for the evaluation of FEC methods for MBMS user services. Such methods could be FEC for erasure reconstruction, packet repetition, or combinations thereof (e.g. transmission of incremental redundancy on request). These guidelines focus on the selection of the simulation procedure of FEC schemes and on the selection of appropriate simulation parameters. Download and streaming user services will be treated separately in UTRAN and GERAN scenarios.

FEC schemes for streaming services shall be evaluated for 5s latency among other values. Lower latency is prefered. For download services RAM memory constraint of 512kByte should be taken into account. Latency is defined as the initial buffering time in order to guarantee no buffer underflows.

Three different sources for potential data losses and corresponding models are described in this document: link loss, cell change loss, and cell congestion loss. Furthermore, IP packet loss can also occur in the Core Network or the public Internet. Even though these losses will be seldom they might have severe impact on the system behaviour as they typically affect many or even all receivers. Depending on the chosen usage scenario some or all of the mentioned sources for packet losses need to be considered for the design and evaluation of appropriate FEC mechanism. 

A complete specification of the code should be made available. The specification should allow the implementation of the scheme and obtain the same performance as that shown in the simulation results. 

In addition, a proposed FEC scheme should document whether it is systematic or non-systematic.

2. System View

Broadcast and multicast services will be provided over certain service areas, which may spread over one or more radio cells [1]. Within one cell, the users perceive different radio conditions depending on their location and on their movement in the cell. Error simulations should therefore not only consider the typical transmission behaviour for a fixed BLER value (“fixed BLER model”) but also for the entirety of users within one cell and within the entire service area (“multi-user model”). Note that only with an underlying multi-user model  it is possible to obtain results reflecting the overall system performance, which can be used to configure FEC in an optimal way such that the overall transmission costs is minimized for a given desired quality-of-service (e.g. deliver a 1MB file error-free to 95% of all users within 10 minutes). The outcome of multi-user simulations are also helpful to optimize the underlying MBMS radio bearers. 

This document proposes as a minimum requirement simulations assuming a fixed BLER model. Nevertheless, it is recommended to also produce simulation results for the multi-user case. Those simulations are a straightforward extension to the fixed BLER simulations.  

3. Terminology

Source file/source stream
The original data to be sent to the user

Source block
A segment of the source file/stream to which a forward error correction scheme is to be applied. The FEC scheme is applied to each source block independently. A source block may or may not consist of a contiguous section of the source file/stream.

Source symbol
A unit of data within a source block upon which the FEC scheme operates

Parity symbol
A unit of data generated by the FEC scheme from the Source Symbols. The FEC scheme recovers source symbols given a set of parity symbols and, possibly, a sub-set of the source symbols.

Encoding symbol
A parity symbol or a source symbol in the case of systematic codes or a symbol created by a non-systematic FEC code.

Source packet
A data packet containing one or more source symbols

Parity packet
A data packet containing one or more parity symbols

Encoding packet
A data packet containing one or more encoding symbols

Encoding block
The collection of encoding symbols or encoding packets generated from a single source block

Systematic block code
An (N,K) systematic FEC block code preserves the K source symbols and appends (N – K) parity symbols. 
Non-systematic block code
An (N,K) non-systematic FEC block code creates N encoding symbols from K source symbols without necessarily preserving all of them.
Rateless code
A rateless FEC code creates an aribtrary number of encoding symbols from K source symbols. It can be either systematic or non-systematic.
Note: the size of source and parity symbols and their packing into source and parity packets may vary dramatically depending on the forward error correction codes. In some cases, source and parity symbols consist of a whole packet of data. In other cases they consist of single octets and in some further cases of some unit in-between.

The relationship between these terms is illustrated in the following diagram:
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An FEC scheme should explain the mapping of the buffering and delay constraints to the packetisation scheme (
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4. Loss Scenarios

4.1
Link Loss

We assume that data loss in the link layer is only caused by temporarily bad radio conditions. Other reasons like UE measurements and selective combining in UTRAN should be regarded as a special case and need to be modeled separately if they should be considered as well. Link Loss is relevant to all MBMS services for ptm distribution since there is no link layer retransmission protocol to recover lost packets. 

Here it is assumed, that one RLC SDU frame consists of one entire IP packet including header. In case of GERAN using A/Gb mode of operation there are additional headers, the SNDCP header and the LLC header, as well as the LLC frame check sequence, requiring in total additional 10 bytes. Erroneous reception or loss of radio data blocks (RLC PDUs) causes destruction of the involved SDU frames. For GERAN in unacknowledged mode the RLC receiver entity detects erroneous RLC PDUs based on the RLC CRC checksum and discards the entire RLC SDU. For UTRAN the modelling of RLC with selective combining is ffs. Furthermore, the parity check of the transport protocol (UDP) would detect bit errors and discard the respective IP packets. 

It would be in principle possible to circumvent both parity checks by re-configuring RLC or by using UDP-lite [2]. However, this will not be considered here as it is expected to behave worse in terms of transmit costs and required overhead. 

Since radio data blocks (RLC PDUs) are not aligned with SDU frames, an erroneous reception of a single radio data block may cause the loss of two or more consecutive IP packets (see Fig. 1, left side). E.g. if UTRAN RLC block 2 is corrupted, IP packets 2, 3, and 4 will be discarded. In GERAN (see Fig. 1, right side) the RLC PDUs as well as the corresponding physical layer blocks are significantly smaller than a typical IP packet. Consequently, the loss of an RLC block could lead to the loss of at most 2 IP packets. However, it should be kept in mind, that a single loss of a small RLC PDU causes the erasure of a large IP packet, i.e. small loss event but large damage on IP layer if no further link layer mechanisms are provided.
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Figure 4.1: Example of segmenting RLC SDUs (= IP packets) into UTRAN (left) and GERAN (right) RLC PDUs .

The simulations shall take this into account and use RLC block error patterns from RAN and GERAN based on Physical Layer error simulations for typical mobile scenarios (pedestrian speed in urban environment, vehicular speed in urban and rural environment). As long as no such error patterns are available, random patterns with different error probabilities should be applied on the sequence of RLC data blocks, where the length of these blocks shall be selected according to the underlying radio channel (e.g. 640 bytes for UTRAN 64 kbps bearer service with 80 ms TTI length [3], 22 bytes for EGPRS GMSK MCS1 and GPRS CS1 coding schemes).

4.2
Cell congestion loss

Cell Congestion Loss is caused when the resources in a cell are oversubscribed and not all packets for all streams can be sent. According to the section on Quality of Service in TS23.246, MBMS shall be supported over 'Background class' bearers. In particular Background class may be appropriate for download applications. In this case packet loss for download applications due to competing data flows during cell congestion may be a source of packet loss that should be considered.

Cell congestion can be handled differently. One alternative is to buffer data during the congestion phase. By this approach data loss can be avoided. Drawback of buffering data is that the data flows in different cells are no longer synchronized. The preferable solution is therefore to drop packets as soon as the rate of the physical channel is lower than the rate of the dataflow coming from the BM-SC.

Simulation of cell congestion shall be taken into account such that during a certain amount of time a certain percentage of radio data blocks are randomly lost. Parameters for duration and loss rate are ffs.
4.3
Cell change loss
Cell Change Loss is primarily caused by a UE moving from one cell to another and temporarily losing the connection or being out of sync with the packet stream once it connects to the stream in the new cell, and thus Cell Change Loss is relevant to all MBMS services since there is no protocol that recovers from lost packets or synchronization problems when a UE moves from one cell to another.

Cell change loss may occur for ptm as well as for ptp content delivery. However, in this document we focus on ptm bearers. In this case, cell change loss, is simulated by 100% loss of data for a specified time.

4.3.1
Cell change loss in GERAN

Concerning the interruption time due to cell change, for normal (E)GPRS there are two possible scenarios:

· If the cell change is towards a cell belonging to the same Routing Area, then a typical value for the interruption time is estimated in 2 to 3 seconds under normal conditions.
· If the cell change is towards a cell belonging to a different Routing Areas, then the interruption time will be higher, due to the mobile station having to perform a Routing Area Update (RAU) procedure; in this case, a typical value for interruption time can be estimated in approximately 7 seconds under normal conditions.
4.3.2
Cell change loss in UTRAN

It should be noted that
:

1) The service interruption times indicated hereafter are only taking radio related aspects into account, and do not consider any data loss/service interruption caused by a desynchronisation of the MBMS data streams in the different RNC’s. 

2) The numbers indicated are indicative only since RAN2 has not agreed on the details of the complete solution yet. For example, RAN2 has ignored any potential service interruption increase due to header compression (ROHC) operation.

3) The figures indicated in this liaison represent the RAN2 understand/expectations. RAN2 would kindly like to ask RAN4 to examine the indicated figures and comment if RAN4 has a different opinion on any of the indicated values.

In the following, the relevant mobility scenarios will be considered.

4.3.2.1. PTM -> PTM

In this mobility case, the UE receives a service on a common channel (Point-To-Multipoint transmission) in the old cell and moves to a new cell where the service is also provided PTM. Typically the UE would be in RRC-Idle state. 

For this case, the service interruption can roughly be allocated to the following sequential steps:

1) Cell reselection interruption

Currently, RAN4 has specifies an allowed interruption time for FDD-FDD intra-frequency cell reselection in CELL_FACH state of 30ms
. Taking into account that in MBMS, probably a typical TTI length of 80ms will be used, RAN2 assumes that a basic cell reselection interruption of 90ms should be considered if no selection combining is supported between the old and new cell.
2) BCCH acquisition

In situations where the UE will not have been able to acquire the BCCH information before performing the cell reselection, the UE will have to read the main information broadcast on the BCCH. 

Assuming that the main information is transmitted every 640ms, this will cause a service interruption delay anywhere between 0 – 640ms.

3) MCCH acquisition

In situations where the UE was not able to acquire the relevant MCCH information before performing the cell reselection, the UE will have to read the relevant information transmitted on the MCCH.

Assuming that the main information is transmitted every 1.28 seconds, this can cause a service interruption delay anywhere between 0 – 1.28 seconds.

It should be noted that the length repetition of the main information on the MCCH is an option for operator configuration and hence may be longer than this.

4a) Routing Area Update / Location area update (separate procedures)

When a UE is in RRC_Idle mode, and moves to a cell belonging to another RA, the UE will have to perform an RA(/LA) update. During this RAU/LAU, UTRAN’s will typically bring the UE to CELL_DCH state.

An additional service interruption delay may be caused by the fact that RAN2 currently assumes that a UE with minimum MBMS capabilities, is not able to receive an MBMS PTM transmission while being in CELL_DCH state. 

As a result, such UEs might have an additional service interruption of several seconds. The time during which the UE is in CELL_DCH state will e.g. depend on which RA/LA update procedure is used (e.g. combined RA/LA procedures). RAN2 assumes that typical CELL_DCH presence for handling the RAU/LAU procedures would be anywhere between 3-5 seconds. 

4b) Routing Area Update / Location area update (combined procedure)

In case LAU and RAU are combined the time for this procedure is in the order of 5-7s. 


5) SGSN change
Another delay and therefore data interruption is caused by the SGSN change, which might typically add 2 additional seconds to the overall interruption. 


Table 1 indicates for several mobility cases which service interruption contributors should be considered, and what the average and 90% total delay for these cases is assumed to be.  The relative occurence of these scenarios is a function of network configuration and a representative case cannot be given by RAN2.

	
	PTM->PTM Mobility Case
	Service Interruption Contributors
	Total delay

	1 
	Intra-RNC mobility inbetween cells supporting 
- selection combining
	-
	0

	2 
	Intra/Inter-RNC intra-frequency mobility
- no selection combining support
- no RAU change
	1,3
	Average:   730ms
90% of cases < 1.2s



	3
	Intra/Inter-RNC inter-frequency mobility
- no RAU change
	1,2,3
	Average:   1s
90% of cases < 1.8s

	4
	Intra/Inter-RNC intra-frequency mobility
- no selection combining support- RAU change
- UE with minimum MBMS capability
	1,3,4
	Average:   5s
90% of cases < 6s

	5
	Intra/Inter-RNC inter-frequency mobility
- LAU/RAU change
- UE with capability to receive MBMS service
  while being in CELL_DCH state
	1,2,3
	Average:   1s
90% of cases < 1.8s


Table 1: PTM->PTM Service interruption overview

	
	PTM->PTM Mobility Case
	Service Interruption Contributors
	Total delay

	6
	Intra/Inter-RNC inter-frequency mobility
- LAU/RAU change, separate procedures
- UE with with minimum MBMS capability
	1,2,3,4a
	Average:  5.5s
90% of cases < 7s

	7
	Intra/Inter-RNC inter-frequency mobility
- LAU/RAU change, combined procedure 
- UE with with minimum MBMS capability
	1,2,3,4b
	Average:  7.5s
90% of cases < 9s

	8
	Intra/Inter-RNC inter-frequency mobility
- LAU/RAU change, combined procedure
- SGSN change
- UE with with minimum MBMS capability
	1,2,3,4b,5
	Average:  9.5s
90% of cases < 11s


Table 1: PTM->PTM Service interruption overview

Note: Figures indicated in Table 1 are only indicative, and intended to be used for SA4 MBMS performance simulations purposes only.

4.3.2.2. PTM -> PTP

When the MBMS service is not provided on a common channel in the new cell, and was provided on a common channel in the old cell (reception in RRC-Idle mode), many additional steps need to be taken before the PTP MBMS service reception can start:


1) The UE will have to establish an RRC connection;


2) PS-signalling connection establishment;


3) Execution of security procedures;


4) Linking over Iu;


5) PTP RB establishment.

Based on experience from installed Rel-99 networks, steps 1) – 3) are assumed to take somewhere between 1 and 2 seconds. Step 4) should be relatively fast (e.g. 200ms), however step 5) might again take around 1 second due to the setting of an activation time. 

As a result:

· in case no RAU change takes place, the PTM->PTP case adds an additional service interruption of around 2.5seconds to the PTM->PTM service interruption listed in section 2;

· in case of a RAU change, the PTM->PTM case already includes most of the steps 1-4. Only an additional service interruption of around 1second needs to be added to the PTM->PTM service interruption listed in section 2, caused by the PTP RB estabishment.

However, RAN2 assumes that for the cases where there is a new PTP establishment, an RNC might start the transmission with e.g. a 3 second backward margin (starting the transmission from the information it sent in the last 3 seconds on PTM). This should overcome most of the service interruption for this transition. Note that this will require some extra dejitter buffering in the UE.

4.3.2.3. PTP -> PTM 

In principle for this case similar service interruption times are applicable as for the PTM->PTM case.

However, similarly to the PTM->PTP case, an RNC might make sure that its PTP transmissions are e.g. 3 seconds ahead in time compared to the ongoing PTM transmissions for the same service. Again such an approach would overcome most of the service interruption, at the cost of some extra dejitter buffering in the UE.

4.3.2.4 PTP -> PTP

Assuming that in the typical case a soft handover is used, no service interruption is assumed be present.

4.4
Interruption according to a paging request of a CS service in GERAN

In the GERAN, there could be a further source of data loss in addition to the previous ones. If an MS receives a paging request for a Circuit Switched service (e.g. to alert it of an incoming voice call) while receiving MBMS, the MS will move onto a signalling channel (SDCCH) in order to perform the signalling required for call set-up. As part of the information exchanged during this phase, the user receives the calling party’s identity (CLI) so that the user knows whom the call is coming from. Once the user knows the caller’s identity, he/she can decide whether to accept the call or to reject it and continue receiving MBMS. In the latter case, all the MBMS data transmitted during the signalling will have been lost. In this scenario, the duration of the gap in the reception of MBMS is estimated in 3 to 4 seconds plus the user reaction time.

These interruptions can be treated in the same way as before taking the interruption time into account

4.5
Combination of link loss, cell congestion loss, cell change loss, and packet loss in IP backbones
Depending on the chosen scenario different sources for data loss need to be considered. Simulation results should state which sources had been considered and in what way.

5. SDU sizes, file sizes, and data rates

SDU frame error ratios will havily depend on the SDU (and IP) size even for the same error pattern on RLC level. It is therefore important to carefully study the effect of the SDU sizes on reliability and transmission costs. In particular for (E)GPRS RLC PDUs and consequently the size of link loss events are significantly smaller than an IP packet. For MCS1 the RLC PDU size is 22 Byte whereas IP Packets should not be smaller than 300 bytes in order to avoid extensive header overhead. The size is upper bound by the MTU (maximum transmission unit) size.

5.1
SDU sizes, file sizes and data rates for download services
Instead of mandating fixed sizes for files and SDUs, classes covering certain ranges both for SDU and file sizes shall be considered. Simulations should then be executed for representative file and SDU sizes from the different classes taking the underlying RAN scenario into account. For the download of one file, it is assumed that the data are segmented into payload packets of equal size (except for the last one). The SDU size will then be:

SDU_Size = Payload_Length + Header_Length ,

where the header length includes FLUTE/ALC (16 bytes for the data transfer ), UDP (8 byte), and IP (20 byte) overhead.

In GERAN using A/Gb mode of operation, an RLC SDU is an LLC frame containing additional fields (SNDCP header, LLC header and LLC Frame Check Sequence), which results in an additional overhead of 10 bytes. This overhead should be taken into account by increasing the Header_Length by 10 bytes.

The data rates will be dictated by the BM-SC, which distributes the data via the GGSN to the RANs (see Fig. 1 of [4]) in broadcast or multicast mode. For download services over a background class channel, the data rate is fluctuating according to the varying load in the cell. For the simulations, an average data rate below the rate of the bearer service should be selected.



5.2
Selection of SDU sizes for download services

This section provides a simple analysis that suggests how to choose the SDU size.  The crux of the analysis is to notice that there is a fundamental tradeoff between two competing factors that suggest how to choose the SDU size.  The two factors are the relative length of the SDU header compared to the SDU size, and the SDU loss rate induced by PDU loss.  Generally the SDU header size is fixed by other considerations, and the PDU loss rate is determined by characteristics of the underlying network.  Given a fixed SDU header size and PDU loss rate, making the SDU larger means the header wastes less space per SDU, whereas making the SDU smaller means the SDU loss induced by PDU loss is smaller. Ideally an FEC code has the property that data (which is a source file in the case of the file download service or a source block in the case of the streaming service) can be recovered from the reception of any set of encoding packets equal in length to the data, independent of packet loss amounts or patterns.  If this is the case then it is clear that the loss of SDUs has the same negative impact on wasted bandwidth in terms of delivering the data as the wasted (but necessary) SDU header space.  Thus, the goal is to choose an SDU length so that the bandwidth wasted due to headers and SDU loss induced by PDU loss is minimized.  (It is important to note that this is not trying to minimize total SDU loss, only the contribution to SDU loss due to PDU loss.  Other sources of SDU loss, e.g., cell change loss, cell congestion loss, backbone loss, UE unavailable loss, all independently contribute to bandwidth wastage but do not affect the analysis of how to choose the SDU size based on balancing the header wastage against the PDU loss induced wastage.)

5.2.1 Analysis
Let H be the SDU header size (which for example consists of the IP/UDP/FLUTE headers), let B be the PDU size and let p be the PDU loss probability, and all of these parameters are fixed.  Let P be the overall SDU size (including headers) that is to be set based on the fixed parameters.  Let h = H/P be the fractional header wastage.  For example, if H = 44 bytes, P = 440 bytes then h = 0.1.  Let q be the SDU loss probability induced by PDU loss.  To optimize the value of P, one would want to choose the value of P to make h + q minimal.  Using N·p as an upper bound on the probability that N PDUs are lost, an upper bound on the value of q is (1+P/B)·p.  The actual value of q is at least  (1 - ε/2) times this upper bound when N·p < ε for N = ceil(P/B)+1, and hereafter the upper bound for q will be used for the actual value of q.  To minimize h + q means setting P so as to minimize H/P + (1+P/B)·p, and this is minimized by setting P = sqrt{H·B/p}. Let A = sqrt{H·p/B}.  The overall wastage for this value of P is then h + q = p + 2·A.

Generally the values of H and B are provided.  For example, H = 44 bytes (IP/UDP/FLUTE headers) and B = 640 bytes for UTRAN or B = 30 bytes for GERAN.  The value of p may or may not be known, but it may be possible to heuristically roughly estimate the average value of p and use this to decide on the value of P.

Suppose for example H = 44 bytes, B = 640 bytes and p = 0.1.  The computed value of P is 531 bytes, h = 0.083, q = 0.183 and thus the overall wastage h + q = 0.266.  As another example, suppose H = 44 bytes, B = 30 bytes and p = 0.01.  The computed value of P is 364 bytes, h = 0.121, q = 0.131 and thus the overall wastage h + q = 0.252.

The penalty for using a value for p to determine P that is larger or smaller than the actual average PDU loss is that there will be wasted bandwidth, either from a header too large if the value of p is estimated higher than the actual PDU loss rate or from too much SDU loss induced by PDU loss if the value of p is estimated lower than the actual PDU loss rate. If for example the actual PDU loss is p and the value used to compute P is β·p then the overall wastage will be p + (sqrt{β}+sqrt{1/β})·A instead of p + 2·A.  Since the first term p is the same in both expressions, the ratio of the second terms is an upper bound on the relative wastage of choosing an incorrect p value as a function of β, and this ratio is (sqrt{β}+sqrt{1/β})/2.  For example if β is anywhere in the range from ¼ to 4 then the relative wastage is at most a factor of 1.25 higher than it would be if p were estimated precisely, and typically the actual factor (when the first terms are accounted for) is less than 1.25.  For example if H = 44 bytes, B = 640 bytes and p = 0.1 and β = ¼  (meaning that the estimate of the PDU loss used to set the value of P is β·p = 0.025 whereas the actual PDU loss is p = 0.1) then the chosen value of P is 1,062 bytes and the wastage is 0.1 + 2.5·A where A = 0.083, and thus the wastage is 0.307.  If the correct value of PDU loss were used instead to choose the value of P then P would be set to 531 bytes and the wastage would be 0.1 + 2·A = 0.266.   Thus, the ratio of the actual to the idea wastage is 1.15. 

5.3
SDU sizes, media data rates and stream duration for streaming services
In case of streaming it is assumed, that the data rate of the respective bearer service can be fully utilized. According to the FEC overhead, media data rates have to be lower, typical values are specified for the respective bearer service in Section 6. For the stream duration short streams (20 s commercials) and medium length streams of 5 min shall be considered. 

For streaming, the assumption that all SDUs are of the same size is no longer valid. In fact, a trace from an encoded video clip have shown, that the number of bytes per frame varies substantially even when I-frames are excluded [5]. It is therefore important to take packet sizes from real simulations of a streaming application and to perform error simulations on this packetised data stream  Alternatively, SDU sizes should be taken from a traffic model as described in TR 26.937 [11]. The header overhead should be taken into account as discussed before.

6. RAN User Data Rates

This section summarizes RLC data block sizes and user data rates. 

6.1 GPRS

	
	
	User Data Rate [kbps]

	Coding Scheme
	User data size in one RLC block [octets]
	1 transmission
	2 transmissions
	3 transmissions

	CS-1
	20
	8.0
	4.0
	2.67

	CS-2
	30
	12.0
	6.0
	4.0

	CS-3
	36
	14.4
	7.2
	4.8

	CS-4
	50
	20.0
	10.0
	6.67


Table 2:
RLC data block sizes and user data rates vor GPRS channel coding schemes 
CS-1 to CS-4.

According to this Table 2, suitable combinations of RLC data block sizes and data rates can be selected. Higher data rates can be obtained by allocating multiple time slots (up to 6). In [6] it is shown, that RLC data block repetition with soft combining reduces the loss probability such that 1% SDU frame error ratio can be achieved for 500 bytes SDU frames at about C/I of 9 dB for CS 2 and CS 3 with 3 transmissions and chase combining (see Fig. 2 of [6]). Information from GERAN is required for the selection of appropriate combinations for MBMS services. [6] also shows that the throughput can be further increased by using outer coding at the RLC layer instead of a simple repetition code. 

6.2 EGPRS

EGPRS comprises 4 GMSK coding schemes MCS-1 to MCS-4 and 5 8PSK coding schemes MCS-5 to MCS-9. For an overview see e.g. [7]. Note, that for schemes MCS-7 to MCS-9 two radio data blocks will be transmitted within one time slot.

	
	
	User Data Rate [kbps]

	Coding Scheme
	User data size in the RLC blocks [octets]
	1 transmission
	2 transmissions
	3 transmissions

	MCS-1
	22
	8.8
	4.4
	2.93

	MCS-2
	28
	11.2
	5.6
	3.73

	MCS-3
	37
	14.8
	7.4
	4.93

	MCS-4
	44
	17.6
	8.8
	5.87

	MCS-5
	56
	22.4
	11.2
	7.47

	MCS-6
	74
	29.6
	14.8
	9,87

	MCS-7
	2x56
	44.8
	22.4
	14.93

	MCS-8
	2x68
	54.4
	27.2
	18.13

	MCS-9
	2x74
	59.2
	29.6
	19,73


Table 3:
RLC data block sizes and user data rates per time slot for EGPRS channel coding schemes MCS-1 to 9.

According to Table 3, suitable combinations of RLC data block sizes and data rates can be selected. In [6] it is shown, that with RLC data block repetition 1% SDU frame error ratio can be achieved for 500 bytes SDU frames at about C/I below 12 dB for MCS-3 and MCS-4 with 3 transmissions and for MCS-1 and MCS-2 with 2 transmissions (see Fig. 4 of [6]). As for the GPRS case, [6] also shows that the throughput can be further increased by using outer coding at the RLC layer instead of a simple repetition code. Information from GERAN is required for the selection of appropriate combinations for MBMS services. 

6.3 UTRAN FDD

For UTRAN FDD the following user data rates are typically supported: 16, 32, 64, 128, and 256 kbps. This is the data rate provided by the radio bearer. From an application point of view the data rate will be lower due to IP, UDP and FLUTE overhead. Data are transmitted in transport blocks within transmission time intervals (TTIs) of 20ms, 40ms, or 80ms. Possible transport block sizes are simply derived from the product of TTI and data rate and vary from 40 bytes to 1280 bytes. 

Results of extensive error simulations based on various channel models have been reported in [3]. It is realized, that the error resilience increases with longer TTIs. Therefore,  40 and 80 ms TTIs should be considered where an 80ms TTI is optimal from an error-resilient perspective whereas a 40 ms TTI gives a good trade-off between complexity and error-resilience. 

7. Simulation Parameters

7.1
Download over GERAN bearer services
File sizes:
- small (30 kB – 300 kB)


- medium (300 kB – 2 MB)

meaningful combinations of RLC block length and bearer bit rates:

	RAN-Scenario
	RLC data block length [bytes]
	Data rate [kbps]

	GPRS CS-2, 3 transmissions
	30
	< n · 4.0

	GPRS CS-3, 3 transmissions
	36
	< n · 4.8

	EGPRS MCS-1, 2 transmissions
	22
	< n · 4.4

	EGPRS MCS-2, 2 transmissions
	28
	< n · 5.6

	EGPRS MCS-3, 3 transmissions
	37
	< n · 4.93

	EGPRS MCS-4, 3 transmissions
	44
	< n · 5.87

	EGPRS MCS-5, 3 transmissions
	56
	< n · 7.47


n: number of time slots (max. 6)

SDU sizes (including header) [bytes]:


300, 500

The given values should be regarded as target sizes. Deviations are possible.

Error Patterns:
- from GERAN for different mobile scenarios


- random 

The current working assumption is that, in order to provide MBMS with a satisfactory QoS, Frequency Hopping needs to be used. In the simulations for GERAN it is assumed that ideal FH was used. In this case the errors can be considered random. However, if non-ideal FH is used, then the errors will exhibit a certain correlation, and in this case simulation results are needed. 
BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%


- Cell congestion scenario: 20%, 50%, 70%, 100% for X1 seconds (the value of X1 is ffs).


- Cell change scenario : 100% for 2 to 7 seconds


- Combinations of link loss and cell change loss or cell congestion loss

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 7.5.

7.2
Download over UTRAN bearer services
File sizes:
- small (30 kB – 300 kB)


- medium (300 kB – 2 MB)


- large (2 MB – 10 MB)

meaningful combinations of RLC block length and bearer bit rates:

	RAN-Scenario
	RLC data block length [bytes]
	Data rate [kbps]

	16 kbps service, 80 ms TTI
	160
	< 16

	32 kbps service, 80 ms TTI
	320
	< 32

	64 kbps service, 80 ms TTI
	640
	< 64

	128 kbps service, 80 ms TTI
	1280
	< 128


SDU sizes (including header) [bytes]:


200, 300, 500, 800, 1400

The given values should be regarded as target sizes. Deviations are possible.

Error Patterns:
- from RAN1 for different mobile scenarios,


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%, 5%, 10%


- Cell congestion scenario: 20%, 50%, 70%, 100% for X1 seconds (the value of X1 is ffs).


- Cell change scenario : 100% for X2 seconds (see Section 4.3.2)


- Combinations of link loss and cell change loss or cell congestion loss

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 7.5.

7.3
Streaming over GERAN bearer services
Media data rate (including header overhead) [kbps]:


6, 12, 18, 24

meaningful combinations of RLC block length and data rates:

	RAN-Scenario
	RLC data block length [bytes]
	number of time slots
	bearer bit rate [kbps]
	media data rates [kbps]

	GPRS CS-2, 3 transmissions
	30
	2
	8
	6

	
	
	4
	16
	12

	
	
	6
	24
	18

	GPRS CS-3, 3 transmissions
	36
	2
	9.6
	6

	
	
	4
	19.2
	12

	
	
	6
	28.8
	18

	EGPRS MCS-1, 2 transmissions
	22
	2
	8.8
	6

	
	
	4
	17.6
	12

	
	
	6
	26.4
	18

	EGPRS MCS-2, 2 transmissions
	28
	2
	11.2
	6

	
	
	3
	16.8
	12

	
	
	4
	22.4
	18

	
	
	6
	33.6
	24

	EGPRS MCS-3, 3 transmissions
	37
	2
	9.86
	6

	
	
	4
	19.72
	12

	
	
	5
	24.65
	18

	
	
	6
	29.58
	24

	EGPRS MCS-4, 3 transmissions
	44
	2
	11.74
	6

	
	
	3
	17.61
	12

	
	
	4
	23.48
	18

	
	
	5
	29.35
	24


SDU sizes (including header) [bytes]:


fixed sizes: 300, 500


sizes from real simulations or according to the traffic model of TR 26.937.

Block Error Patterns:


- from GERAN for different mobile scenarios


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%


- Cell change scenario : 100% for 2 to 7 seconds


- Combinations of link loss and cell change loss 

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 7.5 of [12].

7.4
Streaming over UTRAN bearer services
Media data rate (including header overhead) [kbps]:


12, 24, 48, 100

meaningful combinations of RLC block length and data rates:

	RAN-Scenario
	RLC data block length [bytes]
	bearer bit rate [kbps]
	media data rates [kbps]

	16 kbps service, 80 ms TTI
	160
	16
	12

	32 kbps service, 80 ms TTI
	320
	32
	24

	64 kbps service, 80 ms TTI
	640
	64
	48

	128 kbps service, 80 ms TTI
	1280
	128
	100


SDU sizes (including header) [bytes]:


fixed sizes: 300, 500, 1000, 1400


sizes from real simulations or according to the traffic model of TR 26.937

Block Error Patterns:


- from RAN1 for different mobile scenarios


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%, 5%, 10%


- Cell change scenario : 100% for X2 seconds,  (see Section 4.3.2)


- Combinations of link loss and cell change loss 

7.5 Mapping of BLER patterns on SDU loss patterns

This section describes a procedure how to map BLER patterns on SDU loss patterns.

7.5.1.
Notation

We use the following notation:
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7.5.2
Simulation

If an entire file is sent with SDUs interleaved in completely random order, then only the overall number of lost SDUs is important, not their pattern, and the above formula can be used.

However, for other interleaving schemes, patterns in the lost SDUs may affect the overall FEC scheme performance. It is therefore simpler in practice to simulate.

An algorithm for simulating the SDU loss pattern is shown below. The function transport_block_lost() simulates the transmission/reception of a transport block, returning TRUE or FALSE according to whether the transport block is lost or received successfully respectively.

Initialise variable spare_octets to zero

Initialise variable last_block_lost to FALSE

Let block_length be the transport block length

FOR each SDU

Let sdu_length be the length of the SDU

sdu_lost := (spare_octets != 0) & last_block_lost
IF (sdu_length <= spare_octets) THEN

spare_octets := spare_octets – sdu_length

ELSE

remaining_octets := sdu_length – spare_octets

blocks := Integer part of remaining_octets/block_length

IF (blocks > 0)

FOR i := 1 TO blocks


sdu_lost := transport_block_lost() | sdu_lost
END FOR

ENDIF

last_block_lost := transport_block_lost()

sdu_lost := sdu_lost | last_block_lost

spare_octets := block_length – (remainder of remaining_octets/block_length)

ENDIF

IF (sdu_lost) THEN


Report SDU as lost

END IF

END FOR

Notes:


:= is assignment


= is comparison


| is logical OR operation (evaluating both arguments)


& is logical AND operation (evaluating both arguments)

 

7.6 Procedure for generating common transcripts for simulation

The order of generating the losses from the different causes can matter.  For example, it is generally a good idea to generate the SDU transcript by considering causes for losses in the order listed at the beginning of this paragraph as follows:

· Generate an SDU loss transcript A that models backbone loss of SDUs.

· Using SDU loss transcript A as input, add cell congestion loss to generate an SDU loss transcript B that models the combination of backbone loss and cell congestion loss of SDUs.

· Generate a PDU loss transcript C that models link loss of PDUs.

· Using SDU loss transcript B and PDU loss transcript C as inputs, generate an SDU loss transcript D using the procedure outlined in [1] for mapping PDU loss to SDU loss, except that it is modified as follows

· For each position in SDU transcript B where the SDU in that position is lost, add a lost SDU to SDU loss transcript D
· For each position in SDU transcript B where the SDU in that position is not lost, decide whether to add a lost or a received SDU to SDU loss transcript D by applying the procedure outlined in [1] using PDU loss transcript C to determine whether or not the SDU in that position is lost. 

· Using SDU loss transcript D as input, add cell change loss to generate an SDU loss transcript E.

· Using SDU loss transcript E as input, add UE unavailable loss to generate an SDU loss transcript F.

8. Minimum set of parameters

According to the wide variety of meaningful sets of parameters, we concentrate here on a few parameter combinations to ease the comparison of different FEC methods. Mandatory parameters are shown in bold faces, some optional ones in italics

8.1
Download Services

· File sizes: 
100 kB, 500 kB, and 3 MB
· UTRAN bearer bit rate: 
64 kbps
· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· GERAN bit rate: 
16 kbps (CS-2, 3 transmissions, 4 time slots)
· GERAN RLC block length: 
30 bytes
· SDU size: 
500 bytes ( 25 bytes (made up of header and payload)
· FLUTE/UDP/IP overhead:
44bytes
8.2
Streaming Services

· Stream duration:
5 min

· Stream bit rate 
(including header overhead):
48 kbps for UTRAN, 12 kbps for GERAN
· UTRAN bearer bit rate: 
64 kbps

· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· GERAN bit rate: 
16 kbps (GPRS CS-2, 3 transmissions, 4 time slots)

· GERAN RLC block length: 
30 bytes 
· SDU size (fixed): 
500 bytes ( 25 bytes (made up of header and payload)

· SDU size (variable):
from real simulations or sizes according to the traffic
 
model of TR 26.937
8.3 
Error Scenarios

8.3.1 
Link Loss Scenarios

· UTRAN:
random transport block loss
 
loss ratios: 0.5%, 1%, 5%, 10%
· GERAN
random RLC data block loss
 
loss ratios: 0.05%, 0.1%, 0.5%, 1%
8.3.2 
Cell Change Loss

UTRAN and GERAN:
single interruption of 1s, 2s, and 3s
8.3.3 
Combination of Link Loss and Cell Change Loss

· UTRAN:
random transport block loss ratio of 1%
 
single interruption of 3s
· GERAN
random RLC data block loss ratios of 0.1%
 
single interruption of 3s
9. Overhead and Performance Evaluation 

To allow the comparison of different FEC methods we define here a unified performance evaluation procedure. It is well known, that the reconstruction probability of lost SDU frames for a certain erasure channel depends mainly on:

· the overhead spent to protect the source data,

· the FEC scheme itself,

· and on the arrangement (interleaving scheme, encoding block length, codeword length) of source data and parity data.

Note, that an optimal arrangement of source and parity data in an encoding block depends heavily on the FEC scheme. E.g. for LDPC codes the performance increases with longer codeword length, whereas for RS codes on GF(28), the codeword length is restricted to 255 bytes, in this case some interleaving is required for large encoding blocks. In order to compare different FEC schemes, an optimal – or at least a near optimal – arrangement of source and parity data for the respective FEC scheme should therefore be selected. 

The idealized FEC code is where the quantity of encoding symbols received needed to recover the original source file (download) or the original source block (streaming) is equal to the size of the original source file or block, respectively. Except for memory requirements and encoding / decoding speeds, simulation results should provide a comparison between the selected FEC scheme and the idealized FEC code.

9.1
Classification of users

The users can be classified based on their channel conditions modeled by link loss and cell change loss. 

The following 6 classes cover several combinations of link loss and cell change loss:
 Class     PDU BLER [%] Handover per minute
1            0.1                0
2            1                  0
3           10                  0
4            0.5                1
5            5                  1
6            1                  3
Our guidelines are applicable to any general classification scheme.

We assume a set of user-classes denoted by a class vector C  = {C1, C2, C3,.., Cn} and the corresponding weight vector W = {W1, W2, W3,…, Wn} that gives the percentage of users in each class, e.g., for the above case of six user-classes W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05} or

W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.

9.2.   Simulation Method

Our objective is to extend the fixed BLER performance metrics defined in section 10 of [1] to the multiple-BLER case. In summary, we present a meaningful way of conducting the single BLER case simulations and combining them to get the results for multiple BLER case.

Assume a total of M users that are tuned to a particular MBMS session. For example M = 1000.

If we assume a weight distribution vector W shown in section 2, then the numbers of users in each class are 
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If we conduct simulations for each class with the corresponding number of iterations, the simulation results will not give a good estimate of the performance metrics for classes with very small weight. For example, for the class with weight 0.01, there will be only 1000*0.01 = 10 iterations (users). 

So we propose to use the number iterations in each class to be at least 1000. Once we get the performance metrics with statistical significance, the results can be scaled according to any number of users as explained in section 3.4

In the following, we explain how to conduct system-level simulations that capture the characteristics of multiple BLER classes case.

9.2.1. Fix the Transmission Overhead (say 10%)

For class 
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
Choose the number of iterations 
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
If FEC decoding of entire file is successful increment 
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[image: image11.wmf]post

data

P

=100%


Else determine % Post-recovery Application Data by using the formula.
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       Table 1: For each user-class, record the following data from simulations
	Iteration Number
	Decoding Success (1) Failure(0)
	% of post-recovery application data

	1
	1
	100%

	2
	0
	85%

	3
	1
	100%

	4
	1
	100%

	5
	0
	90%

	6
	0
	70%

	7
	1
	100%

	8
	1
	100%

	9
	1
	100%

	10
	1
	100%

	11
	0
	95%
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Figure 1: Histogram that shows the distribution of Class 1 users with respect to the post-recovery application data %.  

Once we have simulated each class, we are ready to extract the following system-level performance metrics.

9.2.2. Composite Probability of Successful Decoding 
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It is obtained by forming a weighted sum of 
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This is useful in determining the average number of happy users (i.e. with successful FEC decoding).

Average number of happy users = M*
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, where M is the total number of users in the MBMS session.

9.2.3. 
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vs Transmission Overhead graph

The steps described in sections 3.1 and 3.2 be repeated with varying transmission overhead.

Vary the Transmission Overhead from 1% to 50% and determine 
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 in each case. A graph with Transmission Overhead on the X-axis and 
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 on the Y-axis can be plotted as shown in Figure 2.
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Figure 2: Composite Probability of successful decoding for the entire file 
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9.2.4. Composite distribution of users with respect to the post recovery application data

This distribution is useful in determining the load of the subsequent MBMS repair sessions. For example we can answer the following important question: how many users have received at least 90% application data after FEC decoding? This distribution can be generated by the following procedure:

For a given transmission overhead (say 10%)


After obtaining the histograms for all the user-classes, scale the histogram of each class 
[image: image30.wmf]i

 by the class weight 
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as defined in section 2. Then sum up the height of the scaled histograms in each particular range. Thus we obtain a composite histogram that gives the distribution of users with respect to their post-recovery application data. An example is shown in Figure 3.
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Figure 3: Example of a composite histogram, assuming a total of 1000 users divided into three user classes with 200, 500 and 300 users respectively. This can be scaled to any number of total users.

Scale the composite histogram according to the number of users in the system. The simulations in section 3.1 and the histogram scaling  were conducted assuming a total number of users to be 1000. If the actual number of users is different, say M = 10000, then we can get the distribution of users w.r.t post-recovery application data by scaling the Y-axis of the histogram by a figure M/1000 = 10.

Generate composite histograms for each transmission overhead of interest.

From these composite histograms, we can quickly answer questions like: For a FEC transmission overhead of 10%, how many users have 100% of application data? How many users have 95% of application data? How many users have 90% application data? 

Thus this composite distribution helps us in making system design decision while capturing the characteristics of multiple BLER user-classes.



9.3
Performance Measures

· Transmission Overhead = (Encoding data volume / Source data volume – 1) ( 100 %
(is directly related to the transmission cost of a particular MBMS service)

· Reception Overhead = (Received data volume / Source data volume –1) ( 100 %
(data volume to be received for perfect reconstruction, only for download services)

· Post recovery failure probability for the full file for download services

· Post recovery mean time between failures (lost SDU frames) for streaming services (This is somewhat difficult because in case of unsuccessful decoding of an encoding block, one can expect many lost SDUs for this block. A better performance measure would be the duration of the disturbances and the mean time between such disturbances.)
· Residual error ratio for dowload and streaming services

· Maximum reconstruction delay for streaming (In case of SDU frame loss the UE has to wait for the reception of a number of successive SDU frames before the lost frame can be reconstructed. The reconstruction delay of a particular lost SDU frame is defined to be the time between the expected arrival of this packet and the successful reconstruction. Processing time shall be neglected. The maximum reconstruction delay is the maximum value of all individual delay times.)

· Memory requirement

· A common complexity metric should be agreed. Number of byte level XOR operations could be such a metric. The complexity should be measured for each simulation. In case of systematic codes only the number of XOR operations per source symbol and per reconstructed symbol shall be counted. 
9.4
Simulation Procedure for download services

· Select a filesize for a specific download service.

· Select the RAN scenario (meaningful RLC block size and data rate combination, see Section 6, e.g. GPRS CS-3, 3 transmissions, 4 time slots, RLC block size: 36 bytes, data rate: 19.2 kbps).

· Select the source SDU size and specify header length and payload length. Calculate the number of SDUs by
 
number_of_source_SDUs = ceil (file_size / payload_length).
Remark: ceil(x) is the smallest integer, which is greater or equal to x.

· Calculate the transmission volume without FEC overhead by
 
source_transmission_volume = source_SDU_size ( number_of_source_SDUs 
(for sake of simplicicty it is assumed, that the last SDU is filled with padding octets, so that all SDUs have the same size).

· Select the FEC method to be tested. Select different FEC overhead values (e.g. 5%, 10%, 20%, 30%).

· Select the parity SDU size and specify header length and payload length. Specify the number of parity SDUs according to the selected FEC overhead. 

· Calculate for each selected FEC overhead the parity transmission volume by
 
parity_transmission_volume = parity_SDU_size ( number_of_parity_SDUs 
· Calculate the total transmission volume by
 
total_transmission_volume = 
 

source_transmission_volume+parity_transmission_volume 
· Calculate the total relative FEC overhead by
 
total_FEC_overhead = 
 

(total_transmission_volume / source_transmission_volume – 1)( 100%
Remark: This value will be somewhat higher than the selected one according to the FEC header overhead.

Select a number, k, of different transmission quality scenarios (different C/I values for GERAN, different TX power for UTRAN, different mobility scenarios, e.g. pedestrian, vehicular, etc.).
Remark: Different users within a cell will obtain different transmission qualities. For sake of simplicity, we are considering here a finite number transmission quality classes representated each by a certain C/I value or TX power value.
Distribution of N users among the k quality classes is ffs.

· For each selected transmission quality class:

· select the respective RLC error map file 

· or, in case such a file is not available, select a BLER value from BLER vs. Tx-Power diagrams in TR 25.803 [3] for UTRAN or from BLER vs. C/I diagrams [Reference ?] for GERAN; generate random block error patterns with uniform distribution according to the selected BLER.

· Specify the number of simulations, i, to be performed for the respective transmission quality class.

· For each simulation use different entry points into the error map files. Use cyclic repetitions of these patterns, if the pattern length is too short. In case of block error patterns generated by a random generator use different seeds.

· Map the sequence of correct and corrupted RLC blocks onto to the sequence of SDUs. Each time, when a corrupted RLC block hits one or more SDUs, the respective SDUs shall be discarded.

· Perform i simulations without FEC, determine the number of erroneous receptions, and count the discarded SDUs. Determine the average number of discarded SDUs and determine the percentage of erroneous receptions.

· Perform i simulations with the selected FEC scheme and the selected overhead, count the number of erroneous receptions after reconstruction, and count the lost SDUs, which could not be reconstructed. Determine the average number of lost SDUs and determine the percentage of erroneous receptions.
In addition, determine the performance measures listed in Section 9.1.

· Evaluate for each selected transmission class the probability of unsuccessful reconstruction for different FEC overhead (including no FEC). Compare different FEC schemes according to Fig. 9.1. Similarly, evaluate for each selected transmission class the average number of lost SDUs for different FEC overhead (including no FEC).

· Define a distribution of N users among the k different transmission quality scenarios. Evaluate the overall perfomance according to:

· total number of erroneous reception,

· total number of lost SDUs
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Fig. 9.1 Probability of unsuccessful decoding for the entire file 
9.5
Simulation Procedure for streaming services

· Select a streaming service with source data rate and stream duration.

· Select the RAN scenario (bearer bit rate and RLC block size, resp. transport block size).

· Select the SDU size in case of fixed SDU sizes, take the SDU sizes from a certain media data stream, or generate variable SDU sizes according to the procedure described in Section 8.2. The handling of variable SDU sizes may be adapted to the selected FEC scheme and could e.g. be done as described in RFC 2733 [8] or in [9, 10]. 

· Select the FEC method to be tested. Select the total FEC overhead such that:
 
source_data_rate ( (1 + total_FEC_overhead) ( bearer_bit_rate
· Specify different values of the encoding block volume and calculate the encoding block transmission time by
 
enc_block_transmission_time = enc_block_volume / bearer_bit_rate
· Select a number, k, of different transmission quality scenarios (different C/I values for GERAN, different TX power for UTRAN, different mobility scenarios, e.g. pedestrian, vehicular, etc.).
Remark: Different users within a cell will obtain different transmission qualities. For sake of simplicity, we are considering here a finite number transmission quality classes representated each by a certain C/I value or TX power value.

· For each selected transmission quality class:

· select the respective RLC error map file 

· or, in case such a file is not available, select a BLER value from BLER vs. Tx-Power diagrams in TR 25.803 [3] for UTRAN or from BLER vs. C/I diagrams [Reference ?] for GERAN; generate random block error patterns with uniform distribution according to the selected BLER.

· Specify the number of simulations, i, to be performed for the respective transmission quality class.

· For each simulation use different entry points into the error map files. Use cyclic repetitions of these patterns, if the pattern length is too short. In case of block error patterns generated by a random generator use different seeds.

· Map the sequence of correct and corrupted RLC blocks onto to the sequence of SDUs. Each time, when a corrupted RLC block hits one or more SDUs, the respective SDUs shall be discarded.

· Perform i simulations without FEC and count the discarded SDUs. Determine the average number of discarded SDUs and determine the mean time between lost SDUs.

· Perform i simulations with the selected FEC scheme and the selected encoding block size and count the lost SDUs, which could not be reconstructed. Determine the average number of lost SDUs and determine the mean time between lost SDUs.
In addition, determine the performance measures listed in Section 9.1.

· Evaluate for each selected transmission class the average number of lost SDUs for different encoding block sizes to investigate the FEC performance as a function of the encoding block transmission time. Compare different FEC schemes according to Fig. 9.2.

· Define a distribution of N users among the k different transmission quality scenarios. Evaluate the overall perfomance according to:

· tbd

[image: image33.png]Comparison between FEC A and FEC B

W @ FECA

@ FECB

°

Average post recovery SDU loss probability

+ e .

Encoding block transmission time




Fig. 9.2 Residual data loss for the entire file of a download or streaming session
10. Conclusion

This document describes simulation guidelines for the evaluation of FEC schemes for MBMs user services to ease the comparison of different methods, to find a compromise between FEC overhead and gain. 

The guidelines must be followed when perfoming FEC simulations. Additional results can be provided to demonstrate specific properties of the evaluated FEC scheme. 

This is a living document, which will be updated with the progress of evolving protection methods for MBMS user services.
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