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1.	Introduction
During the study item on enhanced test methods for FR2, it was agreed that a TE with dual polarization coherent receivers would be an ‘enhancement which addresses the UE demodulation part of the polarization mismatch objective’ [1]. Two methods were proposed in RAN4#99 [2,3] based on the dual receiver architecture. In this contribution we compare EVM calculation accuracy for the two methods. The results of previous work and new work in this contribution are captured as a TP to TR38.884.
2. 	Discussion
The TE enhancement in [1] was mainly motivated by inability of existing TE architecture (single chain Rx) to reliably demodulate single layer UL without injecting measurement artefacts like variable amplitude flatness. Any modulation scheme must satisfy the following conditions, starting with the primary motivation above [3]:
Goal 1: The procedure should be able to demodulate UL from UE using any transparent diversity scheme without injecting flatness or phase artefacts into measurements.
Goal 2: The demodulation procedure should have strong continuity (ZF equalization derived from an LSE channel estimate) with the existing single chain demodulation procedure.
Goal 3: The demodulation procedure must gracefully scale between 2 layer and single layer UL without major change.
Goal 4: Transmit signal quality metrics (EVM, IBE, carrier leakage) should be calculated per layer.
Note that goal 4 is driven by core requirement and a discussion to modify is out of scope of this study.
Two demodulation schemes were proposed in RAN4#98-Bis-e. In this contribution, the focus of study is the primary metric: EVM calculation accuracy for a 2x2 UL MIMO case. Single layer operation is a simpler subset and performance is expected to follow that of the 2x2 case. This aspect was covered in prior contributions on both schemes considered here [2,3].
The other TSQ metrics like IBE and EVM equalizer flatness can be derived from either method, consequently they do not need explicit treatment in a comparison context. 
2.1	Methods being evaluated
2.2.1	Method 1 [2]
In Method 1, the received symbols are resolved into their constituent layers based on the inverse of the channel estimate derived from DMRS symbols alone. There is also a secondary, per layer refinement of the equalization process. The block diagram is reproduced below:
[image: X:\PROJECT\CMW\DEVELOP\USER\1CM5\KRAKOWSK\NR\NR_EVM_2L_UL_MIMO.png]
Figure 2.2.1‑1: Method 1 EVM calculation block diagram for 2-Layer UL MIMO
This method can suffer from a noisy channel estimate for diagonalization (i.e resolution into constituent layers) which can only partially be compensated by the second ‘equalization’ stage. An important benefit of this method is guaranteed diagonalization owing to dependence only on DMRS. 
2.2.1	Method 2 [3]
In Method 2, the matrix used in the diagonalization stage is derived as the inverse of the 2x2 LSE channel estimate calculated from all OFDM symbols in the slot. This method is a direct extension of legacy methods for EVM calculation.

 
Figure 2.2.1‑2: Method 2 EVM calculation block diagram for 2-Layer UL MIMO
This method utilizes a diagonalization matrix that is generated from all the OFDM symbols in the slot in an LSE sense, and enjoys time domain averaging. The channel estimate is therefore of considerably higher quality than in Method 1. Unfortunately, the 2x2 LSE process depends on channel inversion [3] which can become unreliable if the LSE averaging duration is reduced significantly from slot-length, as we show later. Method 2 is therefore not well suited to ‘short’ signals, in the sense of number of OFDM symbols occupied by the signal.
2.2	EVM Comparison
The primary consideration for evaluating these methods is their accuracy in calculating EVM. Accuracy can be determined by adding calibrated amounts of impairment to the transmitted signals and gauging EVM as calculated by the competing methods against the known additive noise level.
For the experiment, a notional UE with 2 orthogonally polarized Tx chains was configured with the following precoder matrix and OTA matrix respectively:
; 
The OTA matrix corresponds to a 45-degree misalignment between UE-H and TE-theta axes when the TE is positioned in the broadside direction (i.e along the normal) to the antenna panel. It could equivalently correspond to a UE that uses a transparent diversity scheme in conjunction with no misalignment between TE and its own polarization basis.
The UE was arbitrarily configured to transmit in 16 QAM CP-OFDM. The averaging time for generating an LSE-based estimate was 14 symbols for both methods. EVM was measured 1ms duration (8 slots for 120 kHz SCS). Results presented below are from analysing 100 1ms-long runs in each test condition. DMRS was configured as ‘single symbol’ in 2 variants:  1 and 3 OFDM symbols per slot. 2 DMRS ports were configured in the same CDM group. When multiple OFDM slots were used for DMRS, the channel estimate based on DMRS was achieved by simple averaging. Other configuration particulars include 100 MHz channel 120k SCS, 60RB0 allocation.
Two types of impairments were considered, AWGN and distortion products generated by the transmitter chain’s (‘PA’s’) nonlinearity.  Each impairment type was applied without the other, so each method’s behaviour to each impairment type could be verified.
In this study, Method 1 was evaluated both with and without additional frequency domain smoothing. When frequency domain was enabled, a moving average filter with variable window length was used on the channel estimate. For Method 2, unlike Method 1, there is no dependence on frequency domain smoothing, and therefore skipped. 
2.2.1	SNR results with AWGN
For the first set of experiments, a calibrated and equal amount of gaussian noise was added to the output of each Tx chain. The Tx chains were assumed to be linear (i.e. no distortion products from PA non-linearity). Figure 2.2.1-1 shows an example PA output spectrum with AWGN.
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[bookmark: _Hlk70340794]Figure 2.2.1-1: Example spectrum of PA output with 15 dB SNR
Calculated EVM data, including standard deviation, in the presence of AWGN is presented in graphical form in Figure 2.2.1-2. 
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Figure 2.2.1-2: EVM results for the two methods with AWGN (legend includes frequency smoothing window size)
The main observation is that accuracy of Method 1 has strong dependence on SNR condition, frequency domain shaping assumptions as well as DMRS configuration assumptions. The strong dependence on configuration parameters for a metric of UL signal quality is an undesirable trait. Some of the performance shortfall for Method 1 can be recovered by applying frequency domain smoothing to the 2x2 channel estimate derived from DMRS symbols. The inaccuracy in results however remain very sensitive to SNR level and modulation type (not shown here). A second observation is that MU is dependent on the SNR for all smoothing assumptions. 
Considering the analysis above, it is evident Method 1 will place an unreasonable burden on the UE due to significant overestimation of EVM. It should be noted that the moving average filtering technique relies on the actual channel to be smooth and with slow enough variation to not introduce its own artefacts. Also, Method 1 does not scale gracefully if the number of DMRS symbols per slot is reduced.
[image: ]The legacy-method based Method 2 is not without faults. Recall that the legacy method of using an LSE estimate depends on data symbols as well as received symbols as collected by the TE. The LSE estimate is then applied to the very received symbols that were used to derive the LSE estimate in the first place. This somewhat self-fulfilling method tends to provide optimistic results as the LSE averaging interval is reduced. Figure 2.2.1-3 captures the optimism factor of Method 2, for QPSK. QPSK was chosen here because it also has the highest probability of invertibility failure, also included in the figure. Probability is displayed as the fraction of subcarriers that have inversion failure in each averaging interval.
       Figure 2.2.1-3: Method 2, dependence on LSE interval length
The probability of inversion failure is lower for 16QAM and improves much more quickly as the number of symbols used for the LSE estimate is increased. The probability trend of inversion failure suggests that ‘7’ would be a safe threshold for the minimum number of OFDM symbols for the 2x2 LSE method to be robust, where probability of inversion failure falls below 10-4 for QPSK. For further robustness, frequency domain interpolation from neighbouring SCs can be used for the rare SC that does show inversion failure. The under-estimation error in EVM for an averaging length of 7, 1.5 dB, however, remains unacceptable. The underestimation of the EVM reduces to about 0.7 dB for an averaging length of 14, which we believe is acceptable. This underestimation error is also repeatable over modulation type and SNR, so Method 2 remains open to systematic correction, a facility not available to method 1.
We can therefore conclude that for the case of AWGN impairment, Method 2 is better suited to slot-length signals than Method 1.
2.2.2	SNR results with non-linear distortion
For this set of experiments, distortion products generated by the PA’s non-linearity were the dominant contributor to EVM degradation. AWGN was minimized to -60 dBc, and third order non-linearity adjusted to a typical range. Both PAs were arranged to have equal distortion product levels. Figure 2.2.2-1 shows an example of the PA’s output with parameter ‘IMD_ext’ of about 16 dB. The EVM of the signal is usually higher than IMD_ext by a dB or so, on account of the dome shaped PSD of the non-linear products in the region obscured by the desired signal. These results have not been graphically presented due to uncertainty in discerning exact level of impairment from the spectrum, unlike the AWGN case.
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Figure 2.2.2-1: Example spectrum of PA output with 15 dB SNR
	
	Method 1 EVM dB
Frequency domain smoothing of 2x2 channel:
	Method 2 
EVM dB

	
	None
	3 sample
	5 sample
	7 sample
	No Smoothing

	IMD_ext dBc (approx.., below)
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.

	-16
	-8.0
	1.4
	-9.7
	1.2
	-11.9
	0.4
	-12.4
	0.6
	-15.4
	0.1

	-20
	-13.6
	0.9
	-15.0
	0.6
	-16.7
	0.3
	-17.1
	0.2
	-19.8
	0.0

	-27
	-19.8
	0.3
	-21.1
	0.2
	-22.6
	0.2
	-22.9
	0.2
	-25.5
	0.1

	-32
	-25.4
	0.3
	-26.6
	0.2
	-28.1
	0.2
	-28.5
	0.2
	-31.0
	0.1

	-37
	-30.6
	0.3
	-31.9
	0.2
	-33.3
	0.2
	-33.7
	0.2
	-36.2
	0.1


Table 2.2.2-1: EVM results for the two methods with PA non-linearity
Despite the higher uncertainty in level of impairment due to non-flat spectrum of non-linear distortion products, it is evident that the calculated EVM trends mirror the AWGN case. We can conclude that for impairment from non-linear distortion too, Method 2 is better suited to slot-length signals than Method 1.
2.2.3	Summary of performance
The results indicate there are significant problems with Method 1 for slot-length signals.
Observation 1: Method 1 (diagonalization from channel estimate derived from DMRS alone) significantly over-estimates EVM for slot-length signals. 
Observation 2: Both, EVM over-estimation as well as MU of Method 1 (diagonalization from channel estimate derived from DMRS alone) are not consistent across test conditions. 
Observation 3:  Method 1 (diagonalization from channel estimate derived from DMRS alone) would require standardization of a new aspect, which is frequency domain smoothing of the channel estimate. 
Observation 4:  Method 2 (diagonalization from 2x2 LSE channel estimate) on the other hand offers accurate calculation for slot length signals. 
Obs.4 is not surprising since it is an extension of the tried and tested legacy method to calculate EVM. Observations 1 is also unsurprising because of noisy channel estimate, followed by a refinement stage that is unable to further diagonalize the channel due to confinement of the LSE refinement to individual layers.
Proposal 1: The 2L MIMO demodulation scheme based on 2x2 LSE channel estimation [3] (Method 2, figure 2.2.1-2) is proposed as the basis for TSQ measurements in TE employing dual receive chains for slot-duration signals.
What about sub-slot-length UL physical channels and signals? There are two categories of signals in this context: sequence based, and non-sequence based.
Physical signals like SRS, DMRS, some PUCCH formats etc are sequence based. The standard explicitly treats only DMRS: ‘The RMS average of the basic EVM measurements ….over 60 subframes for the reference signal EVM case, for….’. One could reasonably assume that the averaging directions apply to all sequence-based signals. Both methods are equivalent for demodulating sequence-based signals, but Method 2 offers the potential for additional accuracy at SNR of 20 dB or lower. Further study is required to weigh the errors between the methods and the actual averaging assumptions.
Some sub-slot-length signals (2/4/7 symbol PUSCH, PUCCH) are not sequence based. For FR2, the standard states: ‘The basic EVM measurement interval in the time domain is …. one slot for PUCCH and PUSCH in the time domain’. The standard therefore does not place an EVM requirement on sub-slot length non-sequence-based signals. 
Sub-slot-length non-sequence-based signals and other custom implementations by TE like per-symbol EVM can be left to TE implementation preference. 
Proposal 2: The minimum number of OFDM symbols to apply Method 2 is FFS. Method 1 (diagonalization based on DMRS alone) shall be used for signals of shorter duration.
Contributions on this subject have been captured as a TP, building on start in [2].
3. 	Conclusion
We compared the EVM calculation accuracy of two methods: Method 1, that inverts the channel based on the DMRS symbol alone, and Method 2 that inverts an LSE-based channel estimate based on all data symbols in the slot.
Observation 1: Method 1 (diagonalization from channel estimate derived from DMRS alone) significantly over-estimates EVM for slot-length signals. 
Observation 2: Both, EVM over-estimation as well as MU of Method 1 (diagonalization from channel estimate derived from DMRS alone) are not consistent across test conditions. 
Observation 3:  Method 1 (diagonalization from channel estimate derived from DMRS alone) would require standardization of a new aspect, which is frequency domain smoothing of the channel estimate. 
Observation 4:  Method 2 (diagonalization from 2x2 LSE channel estimate) on the other hand offers accurate calculation for slot length signals. 
Proposal 1: The 2L MIMO demodulation scheme based on 2x2 LSE channel estimation [3] (Method 2, figure 2.2.1-2) is proposed as the basis for TSQ measurements in TE employing dual receive chains for slot-duration signals.
Proposal 2: The minimum number of OFDM symbols to apply Method 2 is FFS. Method 1 (diagonalization based on DMRS alone) shall be used for signals of shorter duration.
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5.2.3	Enhanced test method for UL demodulation measurement

5.2.3.1	 Demodulation of UL captured OTA
Two methods of demodulation and EVM calculation were discussed, one utilized DMRS-based channel inversion (Method 1), and the other based on inversion of the LSE-estimate of the channel (Method 2)
5.2.3.1.1 Method 1
5.2.3.1.1.1 Method 1 description	
The EVM calculation method for 2-layer measurements is shown in Figure 5.3.2.1.1.1-1 and for 1-layer measurements in Figure 5.3.2.1.1.1-2.
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Figure 5.3.2.1.1.1-1: EVM calculation block diagram for 2-Layer UL MIMO

[image: ]
Figure 5.3.2.1.1.1-2: EVM calculation block diagram for 1-Layer
The TE receives signals from 2 different ports which are connected to the dual polarized measurement antenna in the FR2 test system. 
For the 2-layer transmission case shown in figure 5.3.2.1.1.1-1 a MIMO equalization step as described in section 5.2.3.1.1.2 is performed to separate the layers.
For the 1-layer transmission case shown in figure 5.3.2.1.1.1-2 the signals from both measurement antenna polarizations are combined using maximum ratio combining as described in section 5.2.3.1.1.3.
Each layer is then processed as described in section 5.3.2.1.1.4 to receive the measurement results for each individual layer.

5.2.3.1.1.2	Method 1 MIMO Equalization
The MIMO equalization is based only on reference signals (DMRS) without using any data symbols. In order to obtain comparable EVM results independent of the number of DMRS symbols per slot, only the first DMRS symbol in each slot is used. 
Estimation of effective 2x2 channel matrix is a well known procedure if reference signals use different subcarriers, e.g. in case of DMRS antenna ports 0 and 2. In case that same subcarriers are used, e.g. DMRS antenna ports 0 and 1, a channel decomposition is necessary taking advantage of the orthogonal codes wf and wt and assuming identical channel coefficients for adjacent subcarriers of same CDM group.
Effective channel including the precoding matrix P is:

with


where y denotes the received symbol on port index n and r the reference signal for layer index ν.
Since reference signals of a specific layer are transmitted only on subcarriers of one CDM group channel, interpolation is needed in order to obtain channel coefficients for all subcarriers. Channel interpolation is done using the channel coefficients of active CDM group in all other CDM groups.
The channel coefficients used to calculate the equalizer coefficients are obtained after channel smoothing in frequency domain by computing the moving average of interpolated channel coefficients. The moving average window size is 7. For subcarriers at or near the edge of allocation the window size is reduced accordingly.
The ZF equalizer coefficients are calculated as pseudo inverse of effective channel matrix, in general:

5.2.3.1.1.3	Method 1 Maximum Ratio Combining
The channel estimation for maximum ratio combining is based only on reference signals (DMRS) w/o including any data symbols. One or all DMRS symbols of one slot can be considered, but in order to obtain comparable EVM results independent of number of DMRS symbols per slot, only first DMRS symbol is used.
Estimation of effective 2x1 channel is a well known procedure. In case of transmit diversity, the effective channel includes the precoding matrix P:

with


where y denotes the received symbol on port index n and r the reference signal.
Since reference signals are transmitted only on subcarriers of one CDM group, channel interpolation is needed in order to obtain channel coefficients for all subcarriers. Channel interpolation is done using the channel coefficients of active CDM group in all other CDM groups.
The channel coefficients used to calculate the equalizer coefficients are obtained after channel smoothing in frequency domain by computing the moving average of interpolated channel coefficients. The moving average window size is 7. For subcarriers at or near the edge of allocation the window size is reduced accordingly.
The ZF equalizer coefficients for maximum ratio combining are calculated as pseudo inverse of effective channel, in general:

5.2.3.1.1.4	Method 1 Layer processing
After performing either the MIMO equalization as described in section 5.2.3.1.1.2 or the maximum ratio combining as described in section 5.2.3.1.1.3, each layer is processed using the existing procedure as defined in Annex E of  TS 38.521-1 [6].
Since the channel estimation is calculated only on first DMRS symbol an averaging including all 14 symbols of one slot, i.e. data and reference signals, is needed in order to minimize EVM. The averaging is achieved by the LS equalization method described for single layer in Annex E.3. of  TS 38.521-2 [6].
MS(f,t) and NS(f,t) are processed with a least square (LS) estimator, to derive one equalizer coefficient per time slot and per allocated subcarrier. EC(f) is defined for each layer as:

With * denoting complex conjugation. EC(f) are used to equalize layer data symbols.
EVM equalizer spectral flatness is derived from equalizer coefficients for each layer as follows:

5.2.3.1.2	Method 2 
5.2.3.1.2.1	Method 2 description
The block diagram of this demodulation scheme for FR2 2L UL is shown in figure 5.2.3.1.2.1-1. Everything to the right of the FFT blocks is per SC, and therefore must be replicated for the entire UL allocation. Figure 5.2.3.2.1-2 shows the 2L demodulation calculator while suppressing sections that would be unused for single layer operation.
For the 2-layer transmission case shown in figure 5.2.3.1.2.1-1 a MIMO equalization step as described in section 5.2.3.1.2.2 is performed to separate the layers.
For the 1-layer transmission case shown in figure 5.3.2.1.2.1-2 the signals from both measurement antenna polarizations are combined using maximum ratio combining as described in section 5.2.3.1.2.3.


Figure 5.2.3.1.2.1-1: Demodulation scheme for FR2 2L UL


Figure 5.2.3.1.2.1-2: Demodulation scheme for 2L UL, used for single layer UL

5.2.3.1.2.2	Method 2 MIMO Equalization
For the 2L UL MIMO EVM test case, the system is framed as:

Here, H is the 2x2 OTA channel, G is the 2x2 diversity scheme that the UE uses, and W is the 2x2 precoder matrix. G and W are UE-resident as shown in figure 5.2.3.1.2.2-1 
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Figure 5.2.3.1.2.2-1: UE implementation model 
Here, the effective channel (HGW) as seen by the TE can be represented by a 2x2 matrix for each subcarrier (‘SC’). The process of equalization is implemented by multiplying data collected simultaneously at the TE receiver ports ‘y’ by an equalization matrix ‘A’. A unique ‘A’ matrix is computed for each SC. Using the ZF equalization method, ‘A’ is generated as the inverse of the estimate ‘F’ of the effective channel HGW for that SC. 

; where 
For each SC, the train of reconstructed symbols and received symbols are jointly used to estimate F (effective channel, also per SC), by minimizing the LSE between the received symbols and those that are calculated from the estimated channel and the reconstructed symbols, over all the symbols in the measurement interval. This technique is a 2L generalization of the legacy method to estimate the legacy rank 1 channel. This LSE minimization procedure results in the following channel estimate:

Where xk and yk are respectively the kth transmitted and received OFDM symbol in the measurement interval:

Note the strong resemblance to the expression for channel estimate for the single layer legacy demodulation case. 
While A can be taken as the inverse of ‘F’ for the ZF equalizer, we show later that there is a more general form of A that helps streamline single layer and 2L treatments. Two aspects bear further consideration: the existence of F and the invertibility of ‘F’, see section 5.2.3.2.5. The detailed treatment logically derives that if either F or F-1 do not exist, it is because the UE cannot support an OTA channel (coded into matrix ‘H’) of rank2, and is unable to maintain valid 2L UL. Failure to calculate either of the quantities therefore is tied to poor UE implementation rather than TE limitation.
Noting that A is the inverse of the estimate of the product HGW, the equalization step can be written as:

The matrix equation can be resolved into 2 separate scalar equations corresponding to the two layers:
;
 
Where, x̂m represents equalized layer data ‘m’, xm represents reconstructed (ideal) layer ‘m’ data, and vm represents noise accompanying ideal layer data ‘m’ after equalization. Note that the transmitted symbols are recovered without phase or gain modification, albeit in the presence of accompanying noise (responsible for EVM degradation). This is the case for every allocated SC – when the symbol on each sub carrier on each layer is reproduced without gain modification as this method does, no flatness artefacts are introduced into the measurements.
5.2.3.1.2.3	Method 2 Maximal Ratio Combining
The channel estimate remains of the same form as in the 2L case, but the dimensions are now 2x1 because x is now a scalar for the single layer case:

Because x is a scalar, (SxxH)-1 is merely the reciprocal of a scalar quantity. Consequently, there are no numerical corner cases pertaining to existence of the quantity to ponder. 
Due to F not being square, the equalization matrix ‘A’ must be derived as the pseudo inverse of F, rather than a true inverse as in the 2L case:

This type of ZF equalizer implements MRC for the single layer case. Note that this expression simplifies to A=F-1 for the 2L case, and so, ‘ASL’ is a more general construction for ‘A’ that is applicable to both cases (single layer as well as 2L).
5.2.3.1.2.4	Method 2 EVM equalizer flatness
In the legacy single layer UL case, the channel estimate for each SC was a (complex) scalar, so it was straightforward to evaluate equalizer flatness. In the 2L test case however, the channel equalizer ‘A’ consists of 4 elements, 2 for each layer. Framing A as a row vector:

For layer ‘m’, recall that the ZF equalization coefficients for each layer AmT are scaled to diagonalize the channel. There is no realistic bound on the relative ratios of the coefficients, but the coefficients together preserve any frequency domain shape of the channel. Therefore, a composite parameter cm for each layer ‘m’ can be used to evaluate the equalizer spectrum flatness, given by:

Or

The FR2 single layer case is merely a subset of the 2L case, where ‘m’ can take on just one value:  1.
5.2.3.1.2.5	Method 2 channel invertibility considerations
Recall that F, the estimate of the effective channel for each sub carrier is derived as an averaging operation over multiple OFDM symbols:

The existence of F depends on the sum matrix SxxH being rank 2. Recall now that ‘xk’ is the train of constellation symbols per SC, for both layers, as embedded in the train of OFDM symbols. For pseudo-random data, the sum matrix SxxH accumulates positive values along the diagonal, and random zero-mean values in off diagonal locations (cross correlation across independent data). As the number of OFDM symbols increases in the averaging interval, this matrix tends towards a multiple of an identity matrix. Could this matrix be rank 1 in some corner case? Mathematically, this can happen only if ‘x’ is the same (both layers) in a SC for all OFDM symbols in the averaging interval. This outcome is extremely improbable if not impossible due to reliance on scramblers and standardized pseudo-random data generators in the UE. One can therefore conclude that F exists if the TE can merely work out ‘xk’. Since the TE estimates ‘xk’ by decoding measured data (see figure 2.2.1-1), the TE still depends on the UE’s ability to transmit data with enough inter-layer isolation to allow reconstruction. If F does not exist or is ill conditioned, it must mean that the UE is unable to maintain valid 2L UL.
The invertibility of ‘F’ depends on the invertibility of the cross-correlation term SyxH in the expression for ‘F’: 

The first term inside the parenthesis (GWSxxH) involves 2 unitary matrices multiplied by a strongly diagonal matrix (as discussed in the section about the existence of F), and so remains rank 2. The second term inside the parenthesis (SnxH) is a measure of correlation between noise and data symbols. 
‘Noise’ can be truly thermal (low output power cases) in which case the second term would tend towards an all-zero matrix and can be ignored. We can therefore conclude that in low output power cases, SyxH is rank 2 (i.e it is invertible) if H is also rank 2. Now, H contains information about the UE antenna’s cross-pol isolation: H is strongly rank 2 for UE implementations with good cross-pol isolation. H loses rank or becomes ill-conditioned if the UE’s transmit chains suffer from high antenna correlation. If F is not invertible or is ill conditioned, the reason can be traced back to the UE’s inability to maintain valid 2L UL.
Alternatively, the ‘noise’ can be composed of third order non-linearity from a PA. This is the case for high output power cases. A PA can be approximated by the time domain normalized characteristic shown here (k3 > 0):

The cubic term retains strong correlation with the linear term, so the PA model’s cubic term output can be approximated as sum of a correlated component (‘a.x’, where ‘a’ is related to the correlation coefficient of the cubic term to the linear term) and an un-correlated component (‘nun’). In the post-FFT frequency domain, SyxH can be rewritten as:

We focus on the matrix inside the parenthesis:

The third term inside the parenthesis is a measure of correlation between data and the un-correlated component, which (by definition) would tend towards an all-zero matrix and can be ignored, like the low output power case. There is still risk of SyxH losing rank and becoming non-invertible, however, for example if the matrix (GW-a.k3.I) loses rank. 
Note that this mechanism (3rd order nonlinearity) also exists in the case of demodulation by TE with single chain receivers, and experience tells us that PA non-linearity products do not contribute to a situation where the channel cannot be inverted. Legacy demodulation procedures therefore serve as empirical proof of the argument that the matrix (G.W-a.k3.I) never loses rank.
Physically, for compliant UEs, | k3| is in the range of 0.10-0.20 in normalized form, and a, while PAPR dependent, can be verified to be <= 2 for NR UL waveforms. We also note that matrices G and W are unitary, which allows direct comparison of the terms in (GW-a.k3.I);  the relative magnitude of | a.k3| is small enough that matrix B would still be dominated by the first term (GW SxxH) for the range of EVMs expected to be measured. We therefore expect B is rank 2 for pseudo random data. Consequently, here too, rank of SyxH depends solely on rank of H. i.e SyxH is rank 2 (i.e it is invertible) if H is also rank 2. If F is still not invertible (i.e SyxH is rank 1), it is because the UE cannot support an OTA channel (H) of rank2, and is unable to maintain valid 2L UL.
This treatment can conclude with the observation that both F and F-1 exist provided the UE can support a rank 2 OTA channel, i.e rank(H)=2
5.2.3.1.2.6	Method 2 DC (LO) cancellation
EVM calculation is gated by the TE’s procedure to cancel LO. Per existing signaling, only one LO location can be declared per BWP for the carrier being tested, be it single layer or two.  More significantly, the only locations allowed to be declared are SC locations. For NR, LO cancellation based on signaling declaration of LO location can therefore be performed either pre- or post-FFT. Per layer quantities are only available in the post-FFT, post-equalization domain where the channel has already been diagonalized, so the focus in the treatment below is the post-FFT method. 
A UE can expect LO cancellation only if the LO location is signalled in terms of a valid subcarrier location. If the UE reports 3300 or 3301 via IE txDirectCurrentLocation the TE or network can get no information on LO location other than ‘it does not coincide with the FFT grid’. This aspect is consistent with the exception in the core-requirement pertaining to this IE.
The following passage describes a method based on post-FFT LO removal based on LO location declaration via IE txDirectCurrentLocation. Post-FFT LO removal involves removing dependency on the LO-bearing SC or being able to ignore the impact of LO leakage.
Recall that each allocated SC has an instantiation of the post-FFT procedure outlined in figure 2.2.1-2. The equalization matrix ‘A’ is calculated for each sub carrier and is derived from reconstructed symbols recovered from processing DMRS. In NR, DMRS symbols do not occupy each SC of the OFDM symbol, necessitating some form of interpolation for DMRS-less sub carriers. To minimize impact of LO leakage on the accuracy of the process of reconstructing the transmitted symbols, a logical choice is to select a DMRS comb that skips over the SC declared to have the LO leakage.
While it is relatively easy to ensure that the reconstruction process remains free of impact from LO leakage by using the comb, the measured symbols ‘y’ for the LO-bearing SC still contain a systematic and constant leakage term for all OFDM symbols in the measurement interval.
; where 
where c1 and c2 are complex constants pertaining to the LO leakage. The channel estimate for the LO-bearing SC starts with the LSE estimate:


There are multiple options to deal with this extra term from LO leakage (C(SxH(SxxH)-1). The first option is to use a very long-term averaging to determine ‘F’ for the LO-bearing SC. Since ‘C’ is a constant and (SxH) can reasonably be assumed to be zero for a long enough average, the contribution of the first term reduces to zero. So, the first option is to do nothing other than ensure a very long-term average is used for calculating ‘F’ for the LO bearing SC. The second option is to interpolate from neighbour SCs to determine F for the LO-bearing SC. Other, more sophisticated treatments may also exist. ‘F’ calculated from either of these methods can be compared to ‘F’ calculated using the LSE-estimate expression over the standard measurement interval to derive the value of ‘C’ for the measured interval.
The equalization equation for an LO-bearing SC is:Reconstructed symbol
EVM contributor
LO leakage component

The calculated quantity ‘AC’ can be used both to estimate carrier leakage per layer, as well as to correct the estimated symbol on the LO-bearing SC prior to EVM calculation.
5.2.3.1.2.7	Method 2 IBE
The FR2 IBE requirement differs from LTE and FR1 IBE requirements in being defined per layer. This requirement necessitates evaluation of post-equalized quantities as shown in figure 5.2.3.2.1-1, but the mechanics remain the same as legacy methods. It is also possible to calculate IBE compliance based on layer data equalized by the LSE equalizer, rather than the DMRS based equalizer (as shown in figure 5.2.3.2.1-1) for more stability. 
Here, it is also useful to highlight the only significant difference in the proposed 2L demodulation procedure between FR1 and FR2, which is the position of the IBE block. In FR1, output power and emissions are defined as the sum of the per UE connector measurements. Consequently, in FR1, the IBE blocks are in the ‘pre-equalized’ domain. In FR2, the requirements are per layer and therefore the IBE blocks are placed in the ‘post-equalization’ domain. This difference can also be streamlined if the IBE requirement itself is redefined for FR2, a core requirement discussion that is out of scope for this study.
Some aspects of the IBE requirement were calculated in the Rel-15 work phase using OTA emissions power rather than per layer emissions, like this requirement:
[image: ]
This inconsistency is ignored for now and noted as a second IBE core-requirement discussion possibility for the future.
5.2.3.1.3	EVM calculation accuracy of the two methods
5.2.3.1.3.1	Assumptions
The primary consideration for evaluating these methods is their accuracy in calculating EVM. Accuracy can be determined by adding calibrated amounts of impairment to the transmitted signals and gauging against the EVM as calculated by the competing methods.
For the experiment, a notional UE with 2 orthogonally polarized Tx chains was configured with the following precoder matrix and OTA matrix respectively:
; 
The OTA matrix corresponds to a 45-degree misalignment between UE-H and TE-theta axes when the TE is positioned in the broadside direction (i.e along the normal) to the antenna panel.
The UE was arbitrarily configured to transmit in 16 QAM CP-OFDM. The averaging time for generating a channel estimate was 14 symbols for both methods. EVM was measured 1ms duration (8 slots for 120 kHz SCS). Results presented below are from analysing 100 1ms runs in each test condition. 2 DMRS ports were configured in the same CDM group. Other configuration particulars include 100 MHz channel 120k SCS, 60RB0 allocation.
Two types of impairments were considered, AWGN and distortion products generated by the transmitter chain’s (‘PA’s’) nonlinearity.  Each impairment type was applied without the other, so each method’s behaviour to each impairment type could be verified.
In this study, Method 1 was evaluated both with and without additional frequency domain smoothing. When frequency domain was enabled, two types of smoothing were performed sequentially. First, outliers were removed, followed by a moving average filter with variable window length. For Method 2, unlike Method 1, there is no dependence on frequency domain smoothing, and therefore skipped.
5.2.3.1.3.2	SNR results with AWGN
For the first set of experiments, a calibrated and equal amount of gaussian noise was added to the output of each Tx chain. The Tx chains were assumed to be linear (i.e. no distortion products from PA non-linearity). Figure 5.2.3.1.3.2-1 shows an example PA output spectrum with AWGN.
[image: ]
Figure 5.2.3.1.3.2-1: Example spectrum of PA output with 15 dB SNR
Calculated EVM data, including standard deviation, in the presence of AWGN is presented in graphical form in Figure 5.2.3.1.3.2-2. 
[image: ][image: ]
Figure 5.2.3.1.3.2-2: EVM results for the two methods with AWGN (legend includes frequency smoothing window size)
The main observation is that accuracy of Method 1 has strong dependence on SNR condition, frequency domain shaping assumptions as well as DMRS configuration assumptions. The strong dependence on configuration parameters for a metric of UL signal quality is an undesirable trait. Some of the performance shortfall for Method 1 can be recovered by applying frequency domain smoothing to the 2x2 channel estimate derived from DMRS symbols. The inaccuracy in results however remain very sensitive to SNR level and modulation type (not shown here). A second observation is that MU is dependent on the SNR for all smoothing assumptions. 
Considering the analysis above, it is evident Method 1 will place an unreasonable burden on the UE due to significant overestimation of EVM. It should be noted that the moving average filtering technique relies on the actual channel to be smooth and with slow enough variation to not introduce its own artefacts. Also, Method 1 does not scale gracefully if the number of DMRS symbols per slot is reduced.
[image: ]The legacy-method based Method 2 is not without faults. Recall that the legacy method of using an LSE estimate depends on data symbols as well as received symbols as collected by the TE. The LSE estimate is then applied to the very received symbols that were used to derive the LSE estimate in the first place. This somewhat self-fulfilling method tends to provide optimistic results as the LSE averaging interval is reduced. Figure 5.2.3.1.3.2-3 captures the optimism factor of Method 2, for QPSK. QPSK was chosen here because it also has the highest probability of invertibility failure, also included in the figure. Probability is displayed as the fraction of subcarriers that have inversion failure in each averaging interval.
       Figure 5.2.3.1.3.2-3: Method 2, dependence on LSE interval length
The probability of inversion failure is lower for 16QAM and improves much more quickly as the number of symbols used for the LSE estimate is increased. The probability trend of inversion failure suggests that ‘7’ would be a safe threshold for the minimum number of OFDM symbols for the 2x2 LSE method to be robust, where probability of inversion failure falls below 10-4 for QPSK. For further robustness, frequency domain interpolation from neighbouring SCs can be used for the rare SC that does show inversion failure. The under-estimation error in EVM for an averaging length of 7, 1.5 dB, however, remains unacceptable. The underestimation of the EVM reduces to about 0.7 dB for an averaging length of 14, which we believe is acceptable. This underestimation error is also repeatable over modulation type and SNR, so Method 2 remains open to systematic correction, a facility not available to method 1.
We can therefore conclude that for the case of AWGN impairment, Method 2 is better suited to slot-length signals than Method 1.
5.2.3.1.3.3	SNR results with non-linear distortion
For this set of experiments, distortion products generated by the PA’s non-linearity were the dominant contributor to EVM degradation. AWGN was minimized to -60 dBc, and third order non-linearity adjusted to a typical range. Both PAs were arranged to have equal distortion product levels. Figure 5.2.3.1.3.3-1 shows an example of the PA’s output with parameter ‘IMD_ext’ of about 16 dB. The EVM of the signal is usually higher than IMD_ext by a dB or so, on account of the dome shaped PSD of the non-linear products in the region obscured by the desired signal. These results have not been graphically presented due to uncertainty in discerning exact level of impairment from the spectrum, unlike the AWGN case. Results are presented in tabular form in table 5.2.3.1.3.3-1.
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Figure 5.2.3.1.3.3-1: Example spectrum of PA output with ~15 dB SNR
	
	Method 1 EVM dB
Frequency domain smoothing of 2x2 channel:
	Method 2 
EVM dB

	
	None
	3 sample
	5 sample
	7 sample
	No Smoothing

	IMD_ext dBc (approx.., below)
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.
	Mean
	Sample std. dev.

	-16
	-8.0
	1.4
	-9.7
	1.2
	-11.9
	0.4
	-12.4
	0.6
	-15.4
	0.1

	-20
	-13.6
	0.9
	-15.0
	0.6
	-16.7
	0.3
	-17.1
	0.2
	-19.8
	0.0

	-27
	-19.8
	0.3
	-21.1
	0.2
	-22.6
	0.2
	-22.9
	0.2
	-25.5
	0.1

	-32
	-25.4
	0.3
	-26.6
	0.2
	-28.1
	0.2
	-28.5
	0.2
	-31.0
	0.1

	-37
	-30.6
	0.3
	-31.9
	0.2
	-33.3
	0.2
	-33.7
	0.2
	-36.2
	0.1


Table 5.2.3.1.3.3-1: EVM results for the two methods with PA non-linearity
Despite the higher uncertainty in level of impairment due to non-flat spectrum of non-linear distortion products, it is evident that the calculated EVM trends mirror the AWGN case. We can conclude that for impairment from non-linear distortion too, Method 2 is better suited to slot-length signals than Method 1.

-------------- End of text proposal 2 -------------
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