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Introduction
HST FR2 scenario parameters were updated at the last RAN4#98-e meeting resulting in two priority deployment scenarios [1]:
· Scenario-A: Ds = 700 m, Dmin = 10m
· Scenario-B: Ds = 700m, Dmin = 150m
For both scenarios, uni-directional and bi-directional settings and several transmission schemes are under discussion.
In this contribution, we focus on Scenario-A. We discuss several open issues listed below:
· Number of panels per RRH and number of RRH per cell/BBU,
· Particularities and potential problems of uni- and bi-directional deployments and transmission schemes,
· Number of CPEs per train and the number of panel per CPE,
· Etc.
The additional analysis of Scenario-B is presented in our accompanying contribution [2]. This contribution also uses the results of system-level simulations presented in another accompanying paper [3].


Considerations on network deployment
The particularity of deployment scenario A is in the close distance from the RRH sites to the railways track (10m). Taking into account the comparatively large typical inter-RRH site distance (700m), this means that the beamformed DL signal propagates almost parallel to the railway track, leaving very little space for multiple beams per RRH panel (Figure 1). 
In Scenario A, the network covers mainly the area very close to the railway track.
Hence, we would like to re-confirm our observations and proposals from the former contribution [R4-2102099]:
RAN4 to use only one beam (i.e., one TCI state) per RRH in HST FR2 deployment Scenario A.
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[bookmark: _Ref67305622][bookmark: _Ref67305613]Figure 1: LoS propagation maps for the HST FR2 Scenario A in uni-directional setting (top) and bi-directional setting (bottom).

In the previous meeting the following definitions of the transmission schemes were discussed [1]:
	· Transmission Scheme Clarification: 
· Clarification for different transmission schemes: 
· Joint Transmission (JT) for all channels (SSB, TRS, PDCCH/PDSCH) – Full SFN;
· Dynamic Point Selection (DPS) – based on Rel-15 beam management;
· Multi-DCI based Multi-TRP Transmission – based on Rel-16 eMIMO.



It was agreed to limit the further HST FR2 discussion only to Full SFN and DPS multi-RRH schemes:
	· For transmission scheme to be discussed in FR2 HST: 
· FR2 HST transmission schemes which are not compatible with Rel-15/16 NR shall be precluded in FR2 HST WI discussion.
· For Joint transmission (JT) used for FR2 HST, only full SFN (i.e., Joint Transmission (JT) for all channels (SSB, TRS, PDCCH/PDSCH, etc.)) is considered in Rel-17 FR2 HST WI. 
· Multi-DCI based multi-TRP transmission is precluded from Rel-17 FR2 HST.



Therefore, we can conclude that the following three settings can be potentially supported in HST FR2 Rel. 17:
1) [bookmark: _Hlk67847799]Regular setting with single RRH per cell scheme, i.e., Non-SFN/Non-DPS
2) Full SFN
3) DPS
With Non-SFN/Non-DPS scheme, the mobility is provided only by the means of traditional HO procedure. Technically, the network implementation might be easier due to the less dependence between the RRHs. Additionally, this scheme does not introduce any problems with synchronization because CPE gets in synch with a new cell at every HO. Even though the execution of HO has inevitable delays, it does not result in mobility errors, as it is shown in our paper [3]. This makes Options 1 a feasible approach.
The benefit of Full SFN and DPS schemes is in simplified mobility. In the first case, the CPE cannot distinguish between the RRHs of the same cell, and intra-cell mobility is transparent fr the CPE. For DPS, intra-cell mobility is provided with L1/L2-based beam-switching procedures that are faster than HO.
In the following sub-sections, we take a closer look at the particularities of Full-SFN and DPS schemes in uni- and bi-directional settings.
For both bi- and uni-directional deployments, the discussed number of RRH sites per BBU is 4, i.e., only multi-RRH deployments are discussed. However, relatively large inter-RRH distance (Ds) makes a regular deployment with one RRH site per cell feasible. The mobility in this case is provided with the HO procedure.
RAN4 to consider also regular (non-SFN/non-DPS) deployment with 1 RRH site per BBU.

Uni-directional deployment
In the WF [1], a note has been made regarding the number of RRHs per RRH site in uni-directional deployment:
	[bookmark: _Hlk67581660]NOTE2: RAN4 focus on 1 direction 1 train, but be aware of the fact that another panel to serve train towards the other direction is needed. If this opposite direction is completely symmetric, the 1 direction study can apply directly.



In our understanding, it is possible to provide connectivity in uni-directional deployments with only one panel per RRH site in the assumption that CPE is able to receive and transmit signals in two opposite directions, e.g., if it  is equipped with two panels. In this case, one of the CPE panels can be in use when the train is moving in one direction, and the other panel – when it moved in the opposite way.
In uni-directional deployments, it can also be sufficient to deploy only one RRH per RRH sight if CPE is capable of communicating with the network from opposite directions.
RAN4 to modify NOTE2 on the number of RRHs per sight in uni-directional deployment as follows:
RAN4 focuses on 1 direction 1 train, but we are aware of the fact that either another panel to serve train towards the other direction is needed or a CPE is capable of Rx and Tx from the opposite direction. If this opposite direction is completely symmetric, the 1 direction study can apply directly.

In a uni-directional setting, the signals to/from the CPE are coming in the same direction. Hence, the changes in frequency offset at RRH change are not that considerable. However, as it was noted in the previous meeting [1], uni-directional deployment can be vulnerable to the significant difference in the prorogation delays from the different RRHs of the same cell:
	· In uni-directional deployment, when UE is switching serving beam, source and target beams have very different propagation delays, and the change in timing may exceed a cyclic prefix. 
· FFS on the impact of such timing change and resolution, if system impact is identified.



The problem described above should not happen in the cases when the RRH is changed together with the change of the cell, e.g., in regular non-SFN/non-DPS setting. However, the challenge might be more relevant to the deployments with multiple RRHs sites combined into one cell. Indeed, the propagation delays from nearby RRHs can be up to 1/3 of the symbol length at 120 kHz SCS and with Ds of 700m. Therefore, it can be some periods in time at the edge between the RRHs when the CPE receives or transmits signals with considerable time offsets. The examples of such situations are presented in Figure 2.


 
[bookmark: _Ref68193507]Figure 2: Illustrations of situations with possible considerable change of propagation: on the left, the train moves right, and on the right, the train is moving left. 

In regular (non-SFN/non-DPS) deployment, the beams' change happens together with the change of the RRH through the L3 HO procedure, which includes the synchronization to a target cell. Thus, the problem with different propagation delays when the CPE is switching serving RRH does not exist. However, the implications of different propagation delays can be experienced in Full SFN and DPS settings when the beams belong to the same cell, come from the same direction but from the different RRH sites. Such a situation can be observed both in uni- and bi-directional settings.
RAN4 to elaborate further on which deployments and propagation schemes are exposed to the very different propagation delays. Then, quantitively evaluate the implications in these scenarios both from the demodulation and RRM perspectives.

Bi-directional deployments
In the WF [1], a further need in analyzing the benefits of PDSCH combining and of coverage performance in bi-directional setting was noted:
	· For bi-directional RRH deployment, FFS the necessity of joint transmission (JT) for all channels (SSB, TRS, PDCCH/PDSCH), by 
· FFS the benefits of PDSCH combining for this case; 
· CPE’s architecture and panel orientation’s impact needs to be considered.
· For bi-directional RRH deployment, DPS transmission scheme shall be considered to reduce the multi-path delay spread, reduce ICI and achieve good coverage. 
· FFS:
· the coverage performance by study the signal strength in the area around each RRH site. 
· the number of beams (i.e., TCI states) per RRH penal.



In our accompanying contribution [3], we are presenting the results of system-level simulations in different HST FR2 scenarios and settings, including bi-directional Scenario A. Analyzing the most challenging, from the point of delays, non-SFN/non-DPS scenario, we have observed a degradation of connection quality in the areas next to the RRH sites (Figure 3). Note that this situation does not result in the connection breaks, i.e., no RLFs were observed.
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[bookmark: _Ref67843369]Figure 3: SINR trace based on CPE CSI-RS measurements in Scenario A, bi-directional setting. RRH site coordinates: 3150, 3850.
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[bookmark: _Ref67911701]Figure 4: Dominance map for bi-directional deployment in Scenario A.

However, as shown in the dominance map (Figure 4), the area next to the RRH site is in the coverage of the previous and next RRHs. Therefore, the CPE does not have enough time to switch to another RRH with a stronger signal. However, the connection quality in near-RRH areas can be potentially improved with faster mobility procedures. For example, it might be enough to switch an antenna panel on the CPE side to the opposite direction if the Full-SFN scheme is used.
The connection quality next to the RRH site in bi-directional deployment of Scenario A can be potentially improved by the signals coming from the neighboring RRHs. If it is the case, the Full-SFN scheme (i.e., PDSCH combining) can provide benefits.
RAN4 to discuss further if the connection quality in the area next to the RRH site in bi-directional deployment of Scenario A can be improved by switching to the reception from the neighboring RRH sites, e.g., using SFN or DPS schemes.


Considerations on CPE number and configuration
In the WF [1], the following FFSs are listed on the number of CPE devices per train/carriage:
	· FFS the impact if more than 1 CPE devices per train, in terms of: 
· System capacity;
· Inter-UE interference.
· FFS whether or not RAN4 requirement can be defined based on the baseline of 1 CPE devices per train.



Firstly, we need to mention that the network coverage in Scenario A is limited only to the railway track. Thus, we cannot expect that non-HST FR2 UEs can connect to the FR2 HST network. Taking our Observation 1 into account, we can make the following proposal:
RAN4 to assume that in HST FR2 Scenario A, only high-speed CPEs installed on the roof of the train can be present in the network.

In general, we expect that in practical deployments, there can be more than one CPE per train. However, keeping in mind that only a single carrier TDD network deployment is designated for HST FR2 by the WID [4], the CPEs will be multiplexed in time, i.e., only one CPE will transmit/receive data in each time slot. Hence, considering more CPEs connected to the same cell will result in sharing radio resources in time but will not increase the system capacity.
The only possible way to increase the capacity could be to use spatial dimension, i.e., when different CPEs of the train are receiving from the different cells.
Some interference between the CPEs can arise if the transmission from/to the CPEs are going at the same time. This can take place only when there are CPEs connected to the neighboring cells, and the direction from the CPEs/RRHs towards the RRHs/CPEs are one-way. Such a situation is potentially possible and can increase SINR in data channels for a short period of time when the train passes the area between the cells. For the control signals and channels, such a problem should not exist because there are ways in NR to avoid interference by multiplexing either in time or in infrequency domains.
Figure 5 shows the interference power distribution in Scenario A with 10 CPEs per train, with 25 meters inter-CPE distance, in both bi- and uni-directional deployments. We observe from the results that over 50% of the time, in uni-directional case, the interference is at noise level so additional inter-cell interference is not present. This situation is expected as in uni-directional deployment, it is more likely that all CPEs are served by the same cell. In bi-directional case, under 10 % of the time there is no inter-cell interference. As the signal level still stays at a sufficient level, we observe from Figure 6 that the mobility failure rate remains very low even in bi-directional case. Only about 1 out of 700 cell changes have failure in that case.
[image: ]
[bookmark: _Ref68174583]Figure 5 Interference power in 10 CPEs per train scenario A
[image: ]
[bookmark: _Ref68175093]Figure 6 Inter-cell mobility failure percentage in 10 CPEs per train scenario A

We are not expecting any abnormal impacts on the system capacity or the inter-CPE interference when multiple CPEs per train are used.
RAN4 requirements are formulated only for a single CPE/UE.
 RAN4 to define requirements based on the assumption of 1 CPE per train.

One additional issue related to the number of panels per CPE was raised in the previous meeting [1]:
	· Number of panels per CPE: 
· [bookmark: _Hlk67326716]2 panels (both for TX and RX) for two opposite directions
· FFS CPE only has one panel pointing to upside and have analog beam directed to forward and backward by adjusting phase-shifter array.



In general, we think that RAN4 requirements shall be agnostic to a particular CPE implementation, and the agreements about the number of CPE panels are important only to get the comparability of simulation results. However, specifically in Scenario A, a configuration with only one CPE antenna pointed upwards does not make sense. Figure 7 shows the SINR distributions for two cases of panel configurations at CPE, 1 panel pointing upwards (blue curve) and 2 panels pointing in horizontal directions in the same and opposite directions of train movement (red dashed curve). We observe from the results that there can be a significant drop in signal quality when using only 1 panel pointing upwards.
[image: ]
[bookmark: _Ref68174057]Figure 7 SINR distribution for CPE panel orientation options.

The utilization of only one panel pointing to the upside is less efficient in HST FR2 Scenario A in comparison to two panels per CPE oriented in opposite directions. However, we have not observed any mobility problem in this setting either, even though in our analysis, only one beam cooriented with the panel boresight was used.
RAN4 to decide if further analysis is needed regarding one panel per CPE pointing to upside and having analog beams directed to forward and backward in HST FR2 Scenario A.

Regarding the bi-directional operation for two panels, it was not decided if special signaling of CPE capabilities is needed:
	· Bi-directional operation for two panels (if any): 
· Follow Rel-15/16 principle of “only one panel to TX/RX at a time”.
· FFS signalling is needed.



In our opinion, it is quite possible that uni-directional and bi-directional deployments can coexist even in one network, especially if the baseline deployment is bi-directional, where it could not always be possible to place two panels oriented into opposite directions at the RRH site. However, the HST network shall provide connectivity even in this case.
Uni- and bi-directional deployments can be mixed even in the same network.
Moreover, similar issues were discussed in the HST FR2 RRM track [5], which looks to be a more suitable place for this topic.
If found to be needed, RAN4 to continue the discussion of issues related to the deployment type and UE capabilities signaling in the RRM track.


Conclusion
In this contribution, we further clarify our vision of HST FR2 deployment Scenario-A. In particular, we discuss the number of panels per RRH, number of RRHs per cell, potential problems of uni- and bi-directional deployments and transmission schemes, number of CPEs per train, and number of panels per CPE, etc.
We have made the following observations and proposals:

On network deployment in Scenario-A:
1. In Scenario A, the network covers mainly the area very close to the railway track.
1. RAN4 to use only one beam (i.e., one TCI state) per RRH in HST FR2 deployment Scenario A.
For both bi- and uni-directional deployments, the discussed number of RRH sites per BBU is 4, i.e., only multi-RRH deployments are discussed. However, relatively large inter-RRH distance (Ds) makes a regular deployment with one RRH site per cell feasible. The mobility in this case is provided with the HO procedure.
RAN4 to consider also regular (non-SFN/non-DPS) deployment with 1 RRH site per BBU.
In uni-directional deployments, it can also be sufficient to deploy only one RRH per RRH sight if CPE is capable of communicating with the network from opposite directions.
RAN4 to modify NOTE2 on the number of RRHs per sight in uni-directional deployment as follows:
RAN4 focuses on 1 direction 1 train, but we are aware of the fact that either another panel to serve train towards the other direction is needed or a CPE is capable of Rx and Tx from the opposite direction. If this opposite direction is completely symmetric, the 1 direction study can apply directly.
In regular (non-SFN/non-DPS) deployment, the beams' change happens together with the change of the RRH through the L3 HO procedure, which includes the synchronization to a target cell. Thus, the problem with different propagation delays when the CPE is switching serving RRH does not exist. However, the implications of different propagation delays can be experienced in Full SFN and DPS settings when the beams belong to the same cell, come from the same direction but from the different RRH sites. Such a situation can be observed both in uni- and bi-directional settings.
RAN4 to elaborate further on which deployments and propagation schemes are exposed to the very different propagation delays. Then, quantitively evaluate the implications in these scenarios both from the demodulation and RRM perspectives.
The connection quality next to the RRH site in bi-directional deployment of Scenario A can be potentially improved by the signals coming from the neighboring RRHs. If it is the case, the Full-SFN scheme (i.e., PDSCH combining) can provide benefits.
RAN4 to discuss further if the connection quality in the area next to the RRH site in bi-directional deployment of Scenario A can be improved by switching to the reception from the neighboring RRH sites, e.g., using SFN or DPS schemes.

On CPE configurations:
RAN4 to assume that in HST FR2 Scenario A, only high-speed CPEs installed on the roof of the train can be present in the network.
We are not expecting any abnormal impacts on the system capacity or the inter-CPE interference when multiple CPEs per train are used.
RAN4 requirements are formulated only for a single CPE/UE.
 RAN4 to define requirements based on the assumption of 1 CPE per train.
The utilization of only one panel pointing to the upside is less efficient in HST FR2 Scenario A in comparison to two panels per CPE oriented in opposite directions. However, we have not observed any mobility problem in this setting either, even though in our analysis, only one beam cooriented with the panel boresight was used.
RAN4 to decide if further analysis is needed regarding one panel per CPE pointing to upside and having analog beams directed to forward and backward in HST FR2 Scenario A.
Uni- and bi-directional deployments can be mixed even in the same network.
If found to be needed, RAN4 to continue the discussion of issues related to the deployment type and UE capabilities signaling in the RRM track.


References
[1] [bookmark: _Ref64551705]R4-2103240, Way forward on Deployment Scenario and UE RF Requirement for FR2 HST, RAN4#98e, Samsung.
[2] [bookmark: _Ref68268924]R4-2106694, On HST FR2 Deployment Scenario B, RAN4#98bis-e, Nokia, Nokia Shanghai Bell.
[3] [bookmark: _Ref68268932]R4-2106583, Simulation analysis for HST in FR2, RAN4#98bis-e, Nokia, Nokia Shanghai Bell.
[4] [bookmark: _Ref68270099]RP-202118, New WID on NR support for high speed train scenario in FR2, Samsung, Nokia.
[5] [bookmark: _Ref68271922]R4-2103679, WF on Rel-17 NR HST FR2 enhancements, RRM requirements, RAN4#98-e, Nokia, Nokia Shanghai Bell.
image1.png
-80

400 90
200 -100
o -110

0 1000 2000 3000 4000 5000




image2.png
-80

400 90
200 -100
-110
0

0 1000 2000 3000 4000 5000




image3.emf
BBU = 1 cell

RRH2 RRH1

RRH3

RRH4

dT ~= -Ds/3x10^8=-2.3us


Microsoft_Visio_Drawing.vsdx
BBU = 1 cell
RRH2
RRH1
RRH3
RRH4

dT ~= -Ds/3x10^8=-2.3us



image4.emf
BBU = 1 cell

RRH2 RRH1

RRH3

RRH4

dT ~= Ds/3x10^8=2.3us


Microsoft_Visio_Drawing1.vsdx
BBU = 1 cell
RRH2
RRH1
RRH3
RRH4

dT ~= Ds/3x10^8=2.3us



image5.png
SINR (no EVM) [dB]

80

70

60

50

40

30

20

10

-10

SINR based on CSI-RS measurement

2500

3000

3500
X-coordinate on railtrack [m]

4000

4500




image6.png
400

200

1000

2000

3000

4000

5000

15

10




image7.png
CDF

10

0.8

0.6

0.4

02

0.0

Interference power in 10 CPEs per train scenario

:Bidir, Scenario:Dmin10Beams1,
:Unidir, Scenario:Dmin10Beamsl,

-110

-100 -90 -80 =70
Subcarrier interference power (1)

[dBm]

-60

-50




image8.png
(RLF+HOF) / (HO+RLF+HOF) * 100 [%]

Inter-cell mobility failure percentage in 10 CPEs per train scenario

030

025

0.20

015

0.10

0.05

0.00-

Dmin10Beamsl
Scenario

mmm RRHConfig:Bidir,
= RRHConfig:Unidir,





image9.png
CDF

10

0.8

0.6

0.4

02

0.0

-20

SINR distribution (Scenario A, bi-directional deployment)

—— Panels:1up, Scenario:Dmin10Beams1,
- Panels:2horiz, Scenario:Dmin10Beamsl,

30

SINR [dB]

50






3GPP TSG


-


RAN 


WG4 Meeting #


9


8bis


-


e


 


R4


-


2106693


 


E


-


meeting


, 


April 12


-


20, 2021


 


 


Source:


 


Nokia, 


Nokia


 


Shanghai Bell


 


 


Title:


 


On HST FR2


 


Deployment Scenario A


 


Agenda item:


 


8.7.2.1


 


Document for:


 


Discussion


 


 


 


1


 


Intro


ductio


n


 


HST FR2


 


scenario parameters were updated at the last


 


RAN4#98


-


e


 


meeting resulting in two priority deployment 


scenarios 


[1]


:


 


·


 


Scenario


-


A


: Ds = 700 m, Dmin = 10m


 


·


 


Scenario


-


B:


 


Ds


 


= 700m, Dmin = 150m


 


For 


both scenarios


, 


uni


-


directional and bi


-


directional settings


 


and several transmission schemes


 


are


 


under discussion


.


 


In this contribution


,


 


we focus on Scenario


-


A


.


 


W


e 


discuss


 


several


 


open issues listed below:


 


-


 


Number of panels per 


RRH


 


and number of RRH per 


cell


/BBU,


 


-


 


Particularities


 


and potential problems


 


of uni


-


 


and bi


-


directional deployments


 


and transmission schemes,


 


-


 


Number of 


CPE


s per train and the number of panel per CPE


,


 


-


 


Etc.


 


The additional 


analysis of Scenario


-


B is presented 


in


 


our 


accompanying contribution


 


[2]


. This contribution also 


uses the 


results of system


-


level simulations presented in another accompanying paper


 


[3]


.


 


 


 


2


 


Considerations on network deployment


 


The particularity 


of 


deployment scenario A is in the close 


distance 


from the


 


RRH


 


sites


 


to the 


railways track


 


(10m)


. 


Taking


 


into account 


the 


comparatively large


 


typical


 


inter


-


RRH site distance


 


(700m)


,


 


this means that the beamformed 


DL 


signal propagates almost parallel to the railway track


,


 


leaving


 


very little


 


space for multiple beams per RRH panel 


(


Figure 1


)


.


 


 


Observation 1:


 


In Scenario A, the 


network covers m


ain


ly the are


a


 


very close to the railway track.


 


H


e


nce, we would like to 


re


-


confi


rm our 


observation


s and proposals 


from the former contribution [R4


-


2102099]:


 


Proposal 1:


 


RAN4 to 


use


 


only


 


one beam


 


(i.e., 


one 


TCI state)


 


per RRH in HST FR2 deployment Scenario A.


 


 


 




3GPP TSG - RAN  WG4 Meeting # 9 8bis - e   R4 - 2106693   E - meeting ,  April 12 - 20, 2021     Source:   Nokia,  Nokia   Shanghai Bell     Title:   On HST FR2   Deployment Scenario A   Agenda item:   8.7.2.1   Document for:   Discussion       1   Intro ductio n   HST FR2   scenario parameters were updated at the last   RAN4#98 - e   meeting resulting in two priority deployment  scenarios  [1] :      Scenario - A : Ds = 700 m, Dmin = 10m      Scenario - B:   Ds   = 700m, Dmin = 150m   For  both scenarios ,  uni - directional and bi - directional settings   and several transmission schemes   are   under discussion .   In this contribution ,   we focus on Scenario - A .   W e  discuss   several   open issues listed below:   -   Number of panels per  RRH   and number of RRH per  cell /BBU,   -   Particularities   and potential problems   of uni -   and bi - directional deployments   and transmission schemes,   -   Number of  CPE s per train and the number of panel per CPE ,   -   Etc.   The additional  analysis of Scenario - B is presented  in   our  accompanying contribution   [2] . This contribution also  uses the  results of system - level simulations presented in another accompanying paper   [3] .       2   Considerations on network deployment   The particularity  of  deployment scenario A is in the close  distance  from the   RRH   sites   to the  railways track   (10m) .  Taking   into account  the  comparatively large   typical   inter - RRH site distance   (700m) ,   this means that the beamformed  DL  signal propagates almost parallel to the railway track ,   leaving   very little   space for multiple beams per RRH panel  ( Figure 1 ) .     Observation 1:   In Scenario A, the  network covers m ain ly the are a   very close to the railway track.   H e nce, we would like to  re - confi rm our  observation s and proposals  from the former contribution [R4 - 2102099]:   Proposal 1:   RAN4 to  use   only   one beam   (i.e.,  one  TCI state)   per RRH in HST FR2 deployment Scenario A.      

