[bookmark: DocumentFor][bookmark: Title][bookmark: _Toc9865820][bookmark: _Toc5938268]3GPP TSG-RAN WG4 Meeting # 97-e 	R4-2016371
Electronic Meeting, 02 – 13 November, 2020


Source: 	Huawei, HiSilicon
Title: 	A Survey on Memory Based PA Models 
Agenda Item:	13.2.3
[bookmark: _GoBack]Document for:	Approval
1 Introduction 
Currently memoryless models such as Rapp’s [1], polynomials [2], [3] are widely used for power amplifier modelling in FR1 and FR2. These models were initially used for LTE technology and due to similarities with NR, they were used for different 3GPP simulations. On the other hand some companies proposed to use for ultra-wideband applications at [52.6  71]GHz band  memoryless model proposed in IEEE 802,11ad[4]. It is probably time to adapt memory based models in 3GPP standards and take them into consideration as also mentioned in[5]. The memory effect means that the output sample of the PA is not only related to the instantaneous input sample but also to previous input samples.  Memory effect in PA is directly proportional with the signal bandwidth and RAN1 discussions suggest channel BW up to 400 MHz which intensify the presence of the memory effect with respect to the LTE bands, hence the need to investigate the memory based models. Moreover, developing memory based PA models will help us to have a PA model that fits to NR signals in contrast to the current models that are taken from LTE.  In this contributions we will discuss some memory based models that could be suitable candidates. 
2 Memory Based Models:
The most comprehensive and exact form of nonlinear system model is proposed by discrete time Volterra series as shown below:

Where, , , M, N are the input signal, output signal, Volterra parameters function (also called kth order Voltera kernel), the memory depth and the order of nonlinearity. The complexity of the Volterra series raises rapidly with nonlinearity order and memory depth, however simplified models using pruning methods could be used. In the pruning process the less important coefficients (close to zeros) are removed to alleviate the simulation time. In [6]  only some of the near diagonal terms are kept are the rest will be removed. 
2.1. Memory Polynomial model
The most direct Volterra model simplification is called memory polynomial (MP) model, which is obtained by keeping only the diagonal terms and set all the cross-terms to zero. the model was first represented in [7] as shown below: 

Where , ,, M, N are the input signal, MP output signal, MP model coefficients, the memory depth and the order of nonlinearity. The simplicity of the model makes it possible to show higher order of nonlinearity and memory depth without a converging problem that could happen due to excessive number of coefficients to be found. The model can be more simplified by removing even order nonlinear components without any model error increment[8], hence the final form is:
										
2.2. Hammerstein and Wiener Models
There exist other forms of memory polynomials which separates the model to a memory-less nonlinear polynomial model and a linear finite impulse response (FIR) filter which represent the memory effect with its filter taps as shown in Figure 1.  A Hammerstein model makes a memory-less polynomial model of the input signal and then filters (convolve) it with an FIR filter as shown below: 

with: 
					
Where,, , M are the input signal, output signal, filter impulse response instantaneous gain using a look up table, the memory depth.

A Wiener model filters the input signal first, then applies a memoryless polynomial gain function as shown below: 

with: 
												
Where, ,  , M are the input signal, output signal, filter impulse response, instantaneous gain using a look up table, the memory depth.
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Figure 1: (a) Hammerstein Model, (b) Wiener Model
Proposal 1: To include memory effect in the PA models, let’s consider one of the three models: MP, Hammerstein or Wiener. 
3 Model Coefficients Estimation 
To estimate model coefficients of MP model, the input and output samples of the PA signal are measured. The PA output should be sampled at high sampling rate to avoid aliasing at the signal Nth harmonic where N, CBW, fs are the nonlinearity order, channel bandwidth and analog to digital converter sampling frequency, respectively. Assuming there are more input and output samples than the model coefficients, the idea is to find the best fit for the output samples. There are multiple ways to find the fitting, such as least square error (LSE) or its variants[9]. 
In this contribution the LSE method is detailed but others can be investigated by other companies. The equation in (3) can be written in matrix form as below:

Where 

 


To find the model coefficients, the squared error of the output estimation with respect to the measured signal should be minimum, as shown below: 
							
With  as Euclidean 2-norm.
To obtain model coefficients LSE algorithm is applied on (6):


Where ()H is the Hermitian operator 
A similar LS algorithm can be used for Hammerstein models because the estimated output is a linear combination of the input signal. However for Wiener model, a direct application of the LSE algorithm is not possible because the filter coefficients are in within the nonlinear function, in [10] a two-step solution is proposed to apply the LS algorithm in a Wiener model.
Proposal 2: Among different estimation methods let’s consider least square error algorithm, as it is simple enough to apply with a reasonable performance.
4 Conclusions
In this contribution multiple memory based PA models were reviewed. The Volterra series as the most comprehensive model and MP, Wiener, Hammerstein were also introduced as simplified versions of the Volterra series.  We would propose other companies to provide their PA models for [52.6 70] GHz band via these models. As the first step these models can be applied to FR2 operation band to show their performance.
Proposal 1: To include memory effect in the PA models, let’s consider one of the three models: MP, Hammerstein or Wiener. 
Proposal 2: Among different estimation methods let’s consider least square error algorithm, as it is simple enough to apply with a reasonable performance.
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