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1 Introduction
At the RAN#86 meeting in Sitges, Spain, a new WI “Solutions for NR to support non-terrestrial networks (NTN)” [1] was agreed with the aim to specify the enhancements identified for NR NTN. The WI is led by RAN2 with RAN1, 3 and 4 as secondary working groups. The main objective for RAN4 is to study the framework and specify how NTN core requirements are defined. This includes specifying UE RRM and RF core requirements, studying and identifying bands potentially relevant to NTN and investigating and specifying UE timing and frequency pre-compensation accuracy requirements as needed.
This document summarizes the work done by other WGs in this and other NTN-related work and study items and shall serve as a starting point for the work in RAN4.
2 Past Release 15 & 16 Study/Work Items
Beginning in 2018, several study and one work item(s) were conducted on the support for satellites and/or NTN in 3GPP. Most of these were led by SA WGs and focused on service requirements, architecture aspects, as well as management and orchestration aspects of satellite access and components in a 5G network.
	Rel.
	Item ref
	Lead WG
	Title
	3GPP doc
	Completion

	15
	FS_NR_nonterr_nw (SI) [2]
	RAN
	Study on New Radio (NR) to support Non Terrestrial Networks (Release 15)
	TR 38.811 [3]
	June 2018

	15
	FS_5GSAT (SI) [6]
	SA1
	Study on using Satellite Access in 5G; Stage 1 (Release 16)
	TR 22.822 [7]
	June 2018

	16
	5GSAT (WI) [8]
	SA1
	Service requirements for the 5G system; Stage 1 (Release 16)
	CR to TS 22.261 [9]
	Dec 2018

	16
	FS_5GSAT_ARCH (SI) [10]
	SA2
	Study on architecture aspects for using satellite access in 5G (release 16)
	TR 23.737 [11]
	June 2020

	16
	FS_NR_NTN_solutions (SI) [4]
	RAN3
	Solutions for NR to support non-terrestrial networks (NTN) (Release 16)
	TR 38.821 [5]
	Dec 2018

	16
	FS_5GSAT_MO (SI) [12]
	SA5
	Study on management and orchestration aspects of integrated satellite components in a 5G network
	TR 28.808 [13]
	Dec 2020


The scope of the first SI FS_5GSAT [2] was to study the general feasibility of using satellite access in 5G. Several use cases, including roaming between terrestrial and satellite networks, broadcast/multicast, Internet of Things over satellite and different backhaul types were defined and are described in TR 22.822 [7]. More importantly for RAN4, several main characteristics of and architecture options for 5G satellite access networks were considered.
Generally, several classes (Figure 1) of orbits that are used for communication satellites are defined: Geostationary (GEO) satellites are located precisely in the plane of the Equator at an altitude of 35,768 km and rotate at the same rate as the Earth’s rotation. With respect to Earth, these satellites stand still and therefore create continuous coverage. Opposed to this are Non-Geostationary Orbiting (NGSO) satellites that require a constellation of satellites to provide continuous coverage. The NGSO satellites are further classified as Low-Earth Orbiting (LEO) with an altitude between 500 and 2,000km, Medium-Earth Orbiting (MEO) with an altitude between 8000 and 20,000 km and Highly-Elliptical Orbiting (HEO), with the satellites’ apogee (higher part of the orbit) between 7,000 and 45,000 km.
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Figure 1: Illustration of the classes of orbits of satellites [7]
The different types of orbits have a direct impact on both the Doppler shift, propagation delay ranging from 2.7 to 14.8 ms (Satellite to UE) for LEO, 26.7 to 43.0 ms for MEO and 119.3 to 138.9 for GEO, and on the necessary number of satellites for global coverage: at least 50-80 for LEO, 10 for MEO and 3 for GEO.

Furthermore, two types of satellite architectures were discussed: Transparent/Bent Pipe satellites (Figure 2), which act as a RF repeater for signals received from the ground, or Regenerative satellites (Figure 3), that include a gNB/DU.
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Figure 2: 5GS with transparent satellite enabled NR-RAN [11]
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Figure 3: 5GS with regenerative satellite enabled NR-RAN and distributed gNB [11]
Observation  AUTONUM  \* Arabic \s :  In general, two different satellite architectures can be considered: Transparent and Regenerative satellites. 

Note that the current NR-NTN WI focuses only on the LEO and GEO cases with transparent payload.
Based on the use cases and requirements identified during the feasibility study, the stage 1 requirements for the integration of satellite access were to be specified in TS 22.261 during the work item 5GSAT [8]. Because the stage 2/3 specifications did not implement satellite access requirements in Release 16, the requirements for stage 1 were subsequently removed in TS 22.261 [9].
The work on the SA requirements was picked up in the WI FS_5GSAT_ARCH [10], where the main focus was on identifying the impact on the Core Network and associated procedures in the area of mobility management, identification of satellite access and its QoS impacts, regulatory requirements and backhaul. Satellite-based access network aspects, such as connectivity and positioning, were to be specified by RAN working groups. The key issues including mobility management, delay, QoS, RAN mobility and regulatory services were defined together with solutions in TR 23.737 [11]. 
Finally, the SA WG5 study item FS_5GSAT_MO [12] aims at identifying the main issues associated with business roles, services as well as network management and orchestration of a 5G network with integrated satellite components. The outcome of this study item is described in TR 28.808 [13] and is not relevant to RAN4.

Besides the SA-led study and work items, two study items regarding NTN were led by RAN WGs. The main objectives of FS_NR_nonterr_nw [2] were initial work on a channel model for non-terrestrial networks, the description of deployment scenarios, and the identification of potential key impact areas on NR. The outcome of the study item is described in TR 38.811 [3]. Five deployment scenarios were defined, all using FDD: Satellites in a geostationary orbit in FR2 (D1) and FR1 (D2), satellites in a non-geostationary orbit in FR1 (D3) and FR2 (D4), and unmanned aircraft (UAS)/high altitude platform stations (HAPS) in an orbit between 8 and 50 km in both FR1 and FR2 (D5). For all deployment scenarios, propagation delays, differential delays and Doppler shifts were studied. 
Observation  AUTONUM  \* Arabic \s :  Deployment scenarios in FR1 and FR2 are considered in geostationary (GEO) and low earth orbit (LEO).

The propagation delay for a transparent payload is generally twice as long as for a regenerative payload: The signal has to propagate from the UE to the satellite where it will be relayed to a gNB or gateway on the ground. The gNB/gateway’s answer then has to propagate to the satellite, to be relayed to the UE. For a regenerative payload with a gNB/DU on board, the signal just has to propagate to the satellite and back. Table 1 summarizes the worst-case Doppler shift, Doppler shift variation and propagation delays for the different deployment scenarios.
Observation  AUTONUM  \* Arabic \s :  The propagation delay for a transparent payload is twice as long as for a regenerative payload.

Table 1: Summary of Doppler Shift, Doppler Shift Variation and Propagation Delay for LEO at 600 km, GEO and HAPS [3]
	
	Deployment-D1
	Deployment-D2
	Deployment-D3
	Deployment-D4
	Deployment-D5
	Cellular ( 10 km Radius)

	Platform orbit and altitude when relevant
	GEO at 35 786 km
	GEO at 35 786 km
	Non-GEO down to 600 km
	Non-GEO down to 600 km
	Airborne vehicle up to 20 km
	

	Frequency band 
	Ka band

FR2
eg. 20/30 GHz
	S band
FR1
eg. 2 GHz
	S band
FR2
eg. 2 GHz
	Ka band

FR2

eg. 20/30 GHz
	S band (Below 6 GHz)
	S band
FR1
eg. 2 GHz

	Max One way Propagation delay (ms) 
	Bentpipe: 272.37 ms

gNB on board: 135.28 ms
	272.37 ms
	14.204 ms
	14.204 ms
	1.526 ms
	0.03333 ms

	Max Differential delay (ms) 
	16 (between Edge of satellite coverage and Nadir)
	16 (between Edge of satellite coverage and Nadir)
	4.44 (between Edge of satellite coverage and Nadir)
	4.44 (between Edge of satellite coverage and Nadir)
	0.697 (between Edge of satellite coverage and Nadir)
	0.00333(between cell centre and cell edge) equal to maximum delay

	Max Doppler shift in kHz
	For plane

@ 20 GHz: +/- 18.51 kHz 

@30 GHz: +/- 27.7 kHz 
	For plane

1.851 kHz @ 20 GHz
	+/- 48 kHz
	@20 GHz : +/- 480 kHz

@30 GHz : +/- 720 kHz 
	@ 2 GHz: +/- 100 Hz mainly due to platform motion
	In case of UE on  board a high speed train:

+/- 925 Hz

	% of the carrier frequency (Ratio of Doppler Shift over the central signal frequency 
	10-4 %
	10-4 %
	0.0024%
	0.0024%
	
	

	Max Doppler variation in Hz/s. 
	Negligible
	Negligible
	-544 Hz/s @ 2 GHz
	-5.44 kHz/s @ 20Ghz (Downlink) 
-8.16 kHz/s @30 GHz (uplink)
	Negligible
	Negligible


Observation  AUTONUM  \* Arabic \s :  The one-way propagation delay can be up to 272 ms in GEO and 14 ms in LEO scenarios.

A second big task in the SI was an initial investigation on how the existing channel models could be used for NTN scenarios and identify necessary adaptations. While only outdoor conditions are considered for satellite operations, additional indoor conditions are also considered for HAPS. 
Observation  AUTONUM  \* Arabic \s :  Only outdoor conditions are considered for satellite operations.

It was found that the terrestrial part of the channel is similar to that of regular cellular networks, but that the angular spread is almost zero due to the distant location of the satellite. The satellite channel adds a dynamic delay, Doppler shift and additional attenuation due to scintillation and atmospheric absorption, combined with the overall higher path attenuation due to the distance to the satellite. The overall propagation channel can be seen as a combination of the satellite and terrestrial channel, as displayed in Figure 4.
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Figure 4: Combined satellite and terrestrial channels (conceptual drawing) [3]
Observation  AUTONUM  \* Arabic \s :  The propagation channel for NTN is a combination of satellite and terrestrial channels.
Because satellites in medium and low earth orbit, and also HAPS, are fast-moving and are not relatively static, they feature a strong variation in delay. Additionally, the relative movement of the satellite causes a Doppler shift that has to be taken into account in the model. In NTN scenarios, the signal path between the satellite or HAPS transmitter and terminal undergoes several additional stages of propagation and attenuation. 

Observation  AUTONUM  \* Arabic \s :  The propagation channel for satellites in medium and low earth orbit features strong variation in delay and Doppler shift due to the fast movement of the satellite.

Besides the basic path loss, the signal gets attenuated due to atmospheric gases, ionospheric or tropospheric scintillation and potentially building entry losses in the case of HAPS. Attenuation due to atmospheric absorption mainly depends on frequency, elevation angle, altitude of the terminal and absolute density. Although these losses can normally be neglected for FR1, they are becoming significant for elevation angles below 10 degrees. Additional losses due to rain and cloud attenuation are neglected so far and clear sky conditions should be considered as a baseline for system-level simulations. Scintillation corresponds to rapid fluctuations of the received signal amplitude and phase and can happen in the ionosphere at FR1 and in the troposphere at FR2. This effect is caused by sudden changes in the refractive index due to the variation of temperature, water vapor content, and barometric pressure.
In TR 38.811, a path loss model including dynamic attenuation in the satellite channel, Doppler shift model and fading model parameters for the Dense Urban, Urban, Suburban, and Rural scenarios were defined for LOS and NLOS, separately for the S (FR1) and Ka (FR2) bands.

Finally, during the FS_NR_nonterr_nw, potential NR impacts to support NTN were assessed and described in TR 38.811. The intent was to identify the main studies to be carried out taking into account the defined NTN channel model to enable operation of NR in NTN. The results are summarized in Table 2.
Table 2: Evaluation of NR impacts to support NTN [3]
	Non-Terrestrial network specifics
	Effects
	Impacted NR features
	Potential areas of impact to be further studied
	Comment

	Motion of the space/aerial vehicles 
	Moving cell pattern
	Hand-over/paging
	Higher layers impact
	Paging and Hand-over procedures should be adapted to take into account the relative motion of the cell pattern with respect to the tracking area. Further analysis on tracking area design may need to be carried out. Mobility management is also to be considered

	
	Delay variation
	TA adjustment
	Physical layer impact
	Alignment of uplink signals may need to be considered 

	
	Doppler
	Initial downlink synchronization
	No impact
	The preferred SCS values for Non-Terrestrial Networks may be respectively 60 kHz for frequency bands lower than 6 GHz and 240 kHz for frequency bands above 6 GHz. However, it can also operate with lower SCS value

	
	
	DMRS time density
	No impact
	The preferred DM-RS configuration may be type 1 to cope with Doppler variation rate

	Altitude
	Long latency
	HARQ
	Higher Layers & physical layer Impact
	Need to adapt the HARQ specification. Deactivation and/or enhancements of NR HARQ can be considered

	
	
	Physical layer Procedures (ACM, power control)
	Physical layer impact
	The operation/configuration of Adaptive power and coding/modulation control loop protocols may have to be adapted.

	
	
	MAC/RLC Procedures
	Higher layers impact
	Timers limit of MAC/RLC and higher layers loop protocols may have to be extended

	Cell size
	Differential delay
	TA in Random access response message
	Physical layer impact
	Doppler/Delay compensation technique can be implemented. Further analysis/simulations using the NTN channel model is needed. Adaptations of PRACH format and random access procedure may have to be considered.

	
	
	Random access
	Physical layer impact
	

	Propagation channel
	Impairments
	DMRS frequency density
	No impact
	Non terrestrial network propagation channel may feature a frequency selective at most comparable with cellular channel

	
	Impairments
	Cyclic prefix
	No impact
	Non terrestrial network propagation channel may feature a worse delay spread at most comparable to cellular channels.

	Duplex scheme
	Regulatory constraints
	Duplexing mode (TDD/FDD)
	Higher layers impact
	FDD is preferred especially for most satellite systems. TDD can be considered for HAPS and for LEO

	Satellite or aerial Payload performance
	Phase noise impairment
	PT-RS
	Potential constraint on the operation to be further studied
	Satellite Radio links are typically operated with relatively low order modulation scheme, in most of the cases up to 16QAM

	
	Back-off
	PAPR
	Physical layer impact 
	Uplink: It is recommended to use DFT-S OFDM

Downlink: Low PAPR scheme may improve performance. However not mandatory to support non-terrestrial networks


Based on the outcome of TR 38.811, the study item FS_NR_NTN_solutions [4] aimed to study a set of necessary features and adaptations enabling the operation of NR in NTN for Release 16 with a priority on satellite access. Possible reference scenarios and architecture options were to be identified. Solutions regarding physical layer control procedures, uplink timing advances, RACH procedures and retransmission mechanisms with higher delay tolerance were to be investigated by RAN1. For layer 2 and above, solutions for the special propagation characteristics of the satellite channel should be identified, including radio link management, handover and dual connectivity. The architecture options previously identified were to be solidified. Regulatory issues were not part of the study item. The results are described in TR 38.821 [5], which supersedes TR 38.811 in terms of architecture issues.
While the UAS/HAPS scenario is not refined in the TR, six scenarios for GEO and LEO based NTN are considered as depicted in Table 3. For each reference scenario, a set of parameters (spectrum, bandwidth, payload type, beam type, footprint, maximum delay/Doppler shift and antenna and power assumptions) is defined in TR 38.821.
Table 3: Reference Scenarios [5]
	
	Transparent Satellite
	Regenerative Satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network: steerable beams
	Scenario C1
	Scenario D1

	LEO based non-terrestrial access network: the beams move with the satellite
	Scenario C2
	Scenario D2


The study on NTN-based NG-RAN architectures was carried out under the requirement of minimizing the need for new interfaces and protocols in the NG-RAN to support non-terrestrial networks. As already described in TS 22.822 [7], two architectures are possible: Transparent satellite based, and regenerative satellite based. In a transparent satellite-based architecture, the payload implements frequency conversion and a RF amplifier in both up- and downlink that basically corresponds to an analogue RF repeater: The satellite repeats the NR-Uu radio interface from the feeder link (between the NTN gateway and the satellite) to the service link (between the satellite and the UE), and vice versa. The satellite does not terminate the NR-Uu. It was found that there is no need to modify the NG-RAN architecture to support transparent satellite-based NTN access, but that the NR-Uu timers may have to be extended to cope with the long delay of the feeder and service links.
On the other hand, in a regenerative satellite-based NG-RAN architecture, the satellite payload implements regeneration of the signals received from Earth. The regenerative architecture allows three different sub-architectures: (a) gNB processed payload, (b) gNB-DU processed payload, and (c) gNB processed payload based on relay-like architectures. With a gNB processed payload, the satellite implements a full gNB and provides a NR-Uu radio interface on the service link between UE and satellite and connects to the core network via Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The payload can also provide Inter-Satellite Links (ISL) to other satellites. A satellite with a gNB-DU processed payload does not implement a full gNB, but a DU in a CU/DU split architecture as described in TS 38.401. The SRI on the feeder link transports the F1 protocol. The NTN gateway is a Transport Network Layer node and supports all necessary transport protocols. As with a transparent satellite, the NG-RAN is mainly affected by longer delays. The NG Application Protocol timers may have to be extended to cope with the longer delay of the feeder link, which will have an impact on both control and user plane. The gNB processed payload based on relay-like architectures and how to apply the IAB proposed architecture configuration is kept FFS in TR 38.821.
Observation  AUTONUM  \* Arabic \s :  In both architectures (transparent and regenerative), timers have to be extended to cope with the longer delays.

In order to assess radio layer 1 issues, link- and system-level-simulations for several scenarios were done by several companies and described in TR 38.821. For the system-level-simulations, a transparent payload in a geosynchronous orbit and both transparent and regenerative payloads in a low-earth orbit were assumed, the used deployment scenario is rural. Based on these simulations, achievable throughput performances were calculated and are summarized in Table 4.

Table 4: SLS UE throughput performance in Mbit/s [5]
	
	
	GEO, Ka-band
	LEO-600, Ka-band
	LEO-600, S-band
	LEO-1200, S-band

	Study case
	
	1
	2
	6
	7
	9
	10
	14
	15

	RU=20%
	5%
	0.96
	0.48
	2.04
	1.02
	0.11
	0.03
	0.11
	0.05

	
	50%
	2.7
	2.05
	4.08
	2.78
	0.31
	0.15
	0.3
	0.19

	
	95%
	4.93
	3.9
	6.43
	4.7
	0.52
	0.34
	0.52
	0.41

	RU~50%
	5%
	5.34
	4.03
	6.91
	4.76
	0.44
	0.3
	0.4
	0.31

	
	50%
	8.53
	6.61
	10.03
	7.75
	0.74
	0.58
	0.78
	0.6

	
	95%
	11.99
	9.99
	13.7
	11.22
	1.09
	0.88
	1.09
	0.9


A thorough analysis of the link budget was also conducted. Depending on the orbit of the satellite, the minimum elevation angle and typical payload power class, the free space path loss is between 159 and 214 dB, with additional attenuation of up to 1.2 dB due to atmospheric losses and 2.2 dB due to scintillation losses. The complete link budget results are summarized in Table 6.1.3.3-1 in TR 38.821. Note that the link budget performance reported in the TR 38.821 is indicative but does not preclude higher performance thanks to optimised payload and constellation design.

Observation  AUTONUM  \* Arabic \s :  The propagation losses can be as high as 217 dB in GEO and 188 dB in LEO scenarios.

Other Radio Layer 1 related issues discussed in TR 38.821 are physical layer control procedures for timing relationships, uplink control power, AMC and delayed CSI feedback, as well as beam management and polarization support. Furthermore, uplink timing advances for the RACH procedure and more delay-tolerant re-transmission mechanisms were studied. The proposed solutions for beam management for NTN were quite diverse and convergence to one particular solution was not possible yet. It was concluded that the Release 15/16 beam management and BWP operation are considered as baseline for NTN but should be further discussed.
Observation  AUTONUM  \* Arabic \s :  While Release 15/16 beam management and BWP procedures are considered as baseline for NTN, they should be further discussed.
The TR goes on listing radio protocol issues and related solutions, including user and control plane enhancements. The key issue is the much higher delay in NTN as compared to terrestrial networks. Several MAC, RLC, PDCP, and SDAP procedures are affected by this and solutions are discussed. For control plane data, enhancements on idle and connected mode mobility are introduced. Issues and related solutions for NG-RAN architecture and interface protocols are also handled in the TR. This includes tracking area management, registration and paging handling, connected mode mobility, transport aspects, network identity handling and principles and procedures for feeder link switchover.
Concluding TR 38.821 are recommendations on the way forward from RAN1, 2, and 3. They conclude that the existing Rel.15/16 NR functionalities form a good basis for supporting both LEO and GEO NTN scenarios. The longer propagation delays, large Doppler effects and moving cells in NTN were identified as key issues. To address this, RAN1 proposes to focus on enhancements on the timing relationships, UL time and frequency synchronization, and on the PRACH sequence and/or format. Additionally, beam management and BWP operation for NTN with frequency reuse, including signalling of polarization mode, feeder link switch impacts on physical layer procedures, and support of enabling/disabling HARQ feedback should be discussed when specifications are developed. RAN2 recommends enhancements to a number of procedures, including MAC, RLC and PDCP, in order to support longer and variable delays. Furthermore, enhancements to the mobility management procedures should be developed in order to support the moving beam footprints. Finally, RAN3 proposes to focus on GEO based satellite access with transparent payloads and LEO based satellite access with either transparent or regenerative payloads.
Observation  AUTONUM  \* Arabic \s :  Release 15 and 16 NR functionalities are found to form a good basis for supporting LEO and GEO NTN scenarios.

Observation  AUTONUM  \* Arabic \s :  Long propagation delays, large Doppler effects and moving cells were identified as key issues.

3 Ongoing Release 17 Study/Work Items

Based on the outcome of the Release 15 and 16 work and study items, the work on NTN support in NR continues in two ongoing work items. The objective of the SA2-led work item 5GSAT_ARCH [14] is to produce normative specifications based on the conclusions in TR 23.737 [11]. Mentioned in the work item description are the following key issues: mobility management with large or moving coverage areas, delay in satellite, QoS with satellite access and backhaul, RAN mobility with NGSO regenerative satellite access, and regulatory services with super-national satellite ground stations.
The RAN-led work item NR_NTN_solutions [1] aims at specifying the enhancements identified for NR NTN, specifically for LEO and GEO based satellites, with implicit compatibility for HAPS and ATG (Air to Ground) scenarios. Several principal assumptions are made:
· FDD is assumed for the core specification work for NR-NTN (TDD can be used for relevant scenarios, e.g. HAPS, ATG)

· Earth fixed tracking area with Earth fixed and moving cells

· UEs have GNSS capabilities

Observation  AUTONUM  \* Arabic \s :  For the current WI, LEO and GEO based satellites with both Earth fixed and moving cells are considered. FDD and UEs with GNSS capabilities are assumed.

The detailed objectives are to specify enhancing features to the Release 15 and 16 NR radio interface and NG-RAN. Enhancing features to address the previously identified issues due to long propagation delays, large Doppler effects, and moving cells in NTN are RAN1’s main objective. This includes enhancements on timing relationships, UL time and frequency synchronization and HARQ procedures. Furthermore, enhancements on the PRACH sequence, procedures for feeder link switching and beam management and bandwidth parts operation for NTN with frequency reuse should be studied.

Both user and control plane procedures are to be enhanced by RAN2 in order to accommodate the longer and potential varying delays in NTN networks. Included in the scope of the work item are additions to the MAC, RLC and PDCP user plane procedures, and enhancements to control plane procedures to support cell selection and reselection in NTN scenarios.
Mechanisms to support feeder link switch over in transparent payload LEO scenarios, network identity, registration update and paging handling, and cell relation handling and related features are the main objectives for RAN3.

NR_NTN_solutions is the first NTN related work item that includes objectives to be completed by RAN4. First of all, the framework is to be studied regarding how NTN core requirements are defined. Several requirements are then to be specified:

· UE RRM core requirements

· Study and identify bands relevant to NTN including analysis of regulations and adjacent channel co-existence
· Specify necessary generic RF core requirements for the network and UE
· Investigate and specify UE timing and frequency pre-compensation accuracy requirements
Observation  AUTONUM  \* Arabic \s :  RAN4 is to specify UE RRM and RF core requirements, study bands related to NTN and investigate and specify UE timing and frequency pre-compensation requirements.

As the work item is assumed to be frequency agnostic, all requirements shall be specified for both FR1 and FR2. The definition of NR bands for NTN will be included as part of a dedicated Release 17 RAN4 led work item and should include an analysis of regulations in the spectrum considered, which bands 3GPP should specify, as well as potential co-existence between NR terrestrial and satellite.

Observation  AUTONUM  \* Arabic \s :  All requirements shall be specified for both FR1 and FR2.

Observation  AUTONUM  \* Arabic \s :  Although RAN4 will select exemplary band(s) in the current NR-NTN-solutions WI, the definition of additional NR bands for NTN will be part of dedicated RAN4 led Release 17 work items.

A third RAN-led study item FS_IoT_NTN [15] has the objective to evaluate and confirm solutions to address the minimum necessary specifications for NB-IoT and eMTC in NTN. The first objective is to identify scenarios applicable for NB-IoT/eMTC, and the second objective is, for the identified scenarios, to study and recommend necessary changes to support NB-IoT and eMTC over satellite.
4 Conclusions

In this document, several past SA and RAN lead study and work items related to non-terrestrial networks were summarized. During the early study items, several architectures and deployment scenarios were investigated.
Observation 1: In general, two different satellite architectures can be considered: Transparent and Regenerative satellites.
Observation 3: The propagation delay for a transparent payload is twice as long as for a regenerative payload.


Observation 2: Deployment scenarios in FR1 and FR2 are considered in geostationary (GEO) and low earth orbit (LEO).


A study on the propagation characteristics of non-terrestrial scenarios was conducted and an initial channel model was defined, featuring dynamic attenuation, Doppler effects and fading.
Observation 5: Only outdoor conditions are considered for satellite operations.



 REF Observation_6 \h  \* MERGEFORMAT 

Observation 6: The propagation channel for NTN is a combination of satellite and terrestrial channels.


 REF Observation_7 \h  \* MERGEFORMAT 

Observation 7: The propagation channel for satellites in medium and low earth orbit features strong variation in delay and Doppler shift due to the fast movement of the satellite.



 REF Observation_9 \h  \* MERGEFORMAT 

Observation 9: The propagation losses can be as high as 217 dB in GEO and 188 dB in LEO scenarios.



 REF Observation_4 \h  \* MERGEFORMAT 

Observation 4: The one-way propagation delay can be up to 272 ms in GEO and 14 ms in LEO scenarios.


Based on the investigations, several key issues were identified.

Observation 12: Long propagation delays, large Doppler effects and moving cells were identified as key issues.



 REF Observation_8 \h  \* MERGEFORMAT 

Observation 8: In both architectures (transparent and regenerative), timers have to be extended to cope with the longer delays.



 REF Observation_11 \h  \* MERGEFORMAT 

Observation 11: Release 15 and 16 NR functionalities are found to form a good basis for supporting LEO and GEO NTN scenarios.



 REF Observation_10 \h  \* MERGEFORMAT 

Observation 10: While Release 15/16 beam management and BWP procedures are considered as baseline for NTN, they should be further discussed.


In the ongoing Release 17 work item NR_NTN_solutions, RAN4 has several objectives.
Observation 13: For the current WI, LEO and GEO based satellites with both Earth fixed and moving cells are considered. FDD and UEs with GNSS capabilities are assumed.



 REF Observation_14 \h  \* MERGEFORMAT 

Observation 14: RAN4 is to specify UE RRM and RF core requirements, study bands related to NTN and investigate and specify UE timing and frequency pre-compensation requirements.



 REF Observation_15 \h  \* MERGEFORMAT 

Observation 15: All requirements shall be specified for both FR1 and FR2.



 REF Observation_16 \h  \* MERGEFORMAT 

Observation 16: Although RAN4 will select exemplary band(s) in the current NR-NTN-solutions WI, the definition of additional NR bands for NTN will be part of dedicated RAN4 led Release 17 work items.


This document lists and references all past and ongoing NTN-related study and work items and gives a brief, high-level overview on the achieved tasks, identified key issues and ways forward.
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