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1. Introduction
Rel-16 NR RRM working plan was agreed in [1] and for the BWP switching requirement, the objective is:
· The Interruption requirement and BWP switching delay requirement when UE is configured or indicated to change BWP on multiple CCs
At RAN4 94e meeting a few achievements have been made and we provide our further considerations on this topic in this contribution.
2. Discussion
2.1 Simultaneously cases

For the switch delay for DCI/timer based simultaneously cases, we have the following agreements from the previous RAN4 meeting [2]. 
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; N: Number of CCs with simultaneous BWP switch; K is number of CCs that can be processed simultaneously; D is incremental delay for BWP switch processing on additional CCs

FFS on D and K

· Options for D
· D=100us for Type 1; 200 us for Type 2
· D = 450us for Type 1; 1.5ms for Type 2 
· Other options not precluded
· Options for K
· K=1 
· K based on UE 
· Other options not precluded
Based on the agreement it is still not clear whether the total switch delay will depend on SCS value or not. Since the value of parameter D and K will not or is unlikely to be dependent on the SCS value. The question is whether we have same TBWPSwitchDelay value for all different SCS or we have a particular TBWPSwitchDelay value for a particular SCS value, just like the current BWP switch delay requirement for single CC. We think when we consider BWP switch delay on multiple CCs, the possibility to have the same SCS value, among all CCs, before the simultaneously switch and after the simultaneously switch, is very low. Therefore the benefit to have the current table format BWP switch delay, which depends on SCS value, is low and a unified value which is suitable for all different SCS, could be defined and this is also the suggestion from [3]. 
Proposal 1: define the final DCI/timer based simultaneously BWP switch delay on multiple CCs as a single requirement applying for all SCS value.
The next issue is how to determine the value of D and K. To our understanding, D and K are impacted each other and should be designed jointly. It is easily to fix one value then consider the range of the other value. To determine the total switch delay, the logic used is to separate the part which can be processed parallelly, such as baseband processing, from the part which can only be processed sequentially, such as RF retune on each CC. From the formula, we understand that the fix part TBWPSwitchDelay will account for the parallel part and the second part with parameter D and K, will handle the sequential part. Therefore it does not need two parameters to control the scaling process. Hence we suggest to remove parameter K or set up the value of K as 1. 
Proposal 2: Set K = 1 or remove parameter K from the formula [image: image3.png]N
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Following proposal 1, the value of D also depends on the TBWPSwitchDelay since this term can also be used to absorb some sequential processing parts for simultaneously BWP switch over multiple CCs. Here we suggest to use the largest BWP switch delay value among all SCS defined in Table 8.6.2-1 in [4], for Type 1 and Type 2 switch delay, respectively. Actually the difference of BWP switch delay between different SCSs is quite limited. The result is TBWPSwitchDelay = 1ms for Type 1 BWP switch delay requirement and TBWPSwitchDelay = 3ms for Type 2 BWP switch delay requirement. 
If using the TBWPSwitchDelay value above, the value of D will account for the sequential processing parts which mainly include RF preparing part and RF retune part. The corresponding values have been extensively discussed during Rel-15 BWP switch delay requirement study. We suggest 0.25 ms for RF retune and 1ms for RF preparing for type 2 BWP switch requirement. 

Proposal 3: TBWPSwitchDelay = 1ms for Type 1 BWP switch delay requirement; TBWPSwitchDelay = 3ms and D = 1.25 ms for Type 2 BWP switch requirement.
RAN4 has the following agreements regarding RRC based simultaneously BWP switch delay: 
Agreement:

· Option 1: [image: image5.png]N
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; N: Number of CCs with simultaneous BWP switch; K: Number of CCs that can be processed simultaneously
· Options for K
· K=1

· K = 4 
· Option 2 Same as single CC ([image: image7.png]TRRCprocessing +
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 without extension
The only difference between option 1 and 2 is whether to scale TBWPSwitchDelay. Since multiple BWP switch on different CCs are involved we think same logic as that used for DCI/timer based BWP switch should be considered hence we support to use option 1 as the solution. However the current value of TBWPSwitchDelay for RRC based BWP switch delay is 6ms which is more relax compared with the corresponding value defined in DCI/timer based BWP switch delay hence we prefer the value of K is larger than 1. 
Proposal 4: Use option 1 for RRC based simultaneously BWP switch requirement and the value of K is larger than 1. 
2.2 Partial overlapping cases

AT RAN4 94e meeting, the following agreements are achieved:
Conditions when requirements for partial overlap BWP switch are defined
Agreement: For DCI and RRC based BWP switch with partial overlap switch requirements are defined only defined when UE is capable of per FR gap. No restriction for timer based
DCI based partial overlap BWP switch for NR-DC
Agreement: DCI based partial overlap BWP switch for NR-DC is defined
Delay requirements for DCI/Timer/RRC based BWP switch
FFS on delay requirements for partial overlap BWP switch
2.2.1 DCI based partial overlap BWP switch for NR-DC

It was agreed that DCI based partial overlap BWP is defined for NR-DC however the detail design needs further study. One reason to allow this scenario is that the coordination between different CGs does not always exist hence this scenario will happen anyway. Due to lack of coordination, the feasible way is to handle DCI based BWP switch within each CG separately. Then within each CG, the DCI based BWP switch will follow either already defined single BWP switch delay requirement or follow current defined DCI based simultaneously BWP switch over multiple CCs, i.e., within each CG, DCI based partial overlap BWP switch is not allowed. 
Proposal 5: DCI based partial overlap BWP for NR-DC will be handled separately within each CG. Within each CG, the DCI based BWP switch will follow either already defined single BWP switch delay requirement or follow DCI based simultaneously BWP switch over multiple CCs. 

2.2.2 Partial overlap DCI/RRC based BWP switch delay requirement
It was agreed that for DCI and RRC based BWP switch with partial overlap switch are defined only when UE is capable of per FR gap. The intention is that partial overlap BWP switch within each FR will not be allowed. Since a BWP switch at one particular FR will not cause interruption at the other FR, BWP switches happen at different FR will not impact each other. Hence we suggest for the DCI/RRC based partial overlap BWP switch delay over different FR, within each FR, the DCI/RRC based BWP switch requirement will reuse its corresponding requirement of DCI/RRC based BWP switch delay requirement for single CC.

Proposal 6: For the DCI/RRC based partial overlap BWP switch delay over different FR, within each FR, the DCI/RRC based BWP switch requirement will reuse its corresponding requirement of DCI/RRC based BWP switch delay requirement for single CC. 
2.2.3 Partial overlap timer based BWP switch delay requirement
Partial overlap timer based BWP, if happens, the execution of overlap BWP switches will simply be delayed and each involved BWP switch will be performed one by one. Therefore the case is straightforward and the switch delay of each involved BWP switch delay could reuse already existing BWP switch delay for single CC. In the end, the total delay from the beginning till all involved CC finishing their BWP switch, is N times of single BWP switch delay.  
Proposal 7: For partial overlap timer based BWP switch over multiple CCs, each involved BWP switch delay could reuse already existing BWP switch delay for single CC. The total delay from the beginning till all involved CC finishing their BWP switch, is N times of single BWP switch delay. 

3. Conclusion
In this paper, we provide our analysis on BWP switching over multiple CCs and we have the following proposals: 
Proposal 1: define the final DCI/timer based simultaneously BWP switch delay on multiple CCs as a single requirement applying for all SCS value.
Proposal 2: Set K = 1 or remove parameter K from the formula [image: image8.png]N
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Proposal 3: TBWPSwitchDelay = 1ms for Type 1 BWP switch delay requirement; TBWPSwitchDelay = 3ms and D = 1.25 ms for Type 2 BWP switch requirement.
Proposal 4: Use option 1 for RRB based simultaneously BWP switch requirement and the value of K is larger than 1. 
Proposal 5: DCI based partial overlap BWP for NR-DC will be handled separately within each CG. Within each CG, the DCI based BWP switch will follow either already defined single BWP switch delay requirement or follow DCI based simultaneously BWP switch over multiple CCs. 

Proposal 6: For the DCI/RRC based partial overlap BWP switch delay over different FR, within each FR, the DCI/RRC based BWP switch requirement will reuse its corresponding requirement of DCI/RRC based BWP switch delay requirement for single CC. 
Proposal 7: For partial overlap timer based BWP switch over multiple CCs, each involved BWP switch delay could reuse already existing BWP switch delay for single CC. The total delay from the beginning till all involved CC finishing their BWP switch, is N times of single BWP switch delay. 
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