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Introduction
During the RAN4#92 meeting, the work plan for RRM parts under high speed train scenarios [1] was approved. One part of the objective is to investigate and specify the UE RRM core requirements including cell detection and measurement latencies. To analyze the RRM requirements and their impact on the UE performance in the HST scenario, system level simulations are needed. 
In this paper we provide new additional system simulation results using a fully dynamic system simulator, for analyzing connected mode RRM performance under high speed train scenarios. We use the 3GPP NR RMa scenario [2] and a more advanced setup with 2 beams per cell (in [5] we presented results using 1 beam per cell). 
Discussion
In LTE Rel-14 RAN4 carried out simulations for HST scenario for up 350km/h for PCell only. During that work it was acknowledged that there was a need to tighten some of the UE RRM requirements concerning cell detection and measurement performance during DRX mode. TS 36.133 captures the updated requirements which applies for UE configured with highSpeedEnhancedMeasFlag.
For Rel-16 RAN4 has worked on LTE HST for PCell velocity of up to 500km/h and 350km/h when configured with CA. The requirements for these scenarios were recently agreed and included an additional tightening of several UE RRM requirements including:
1. PCell reselection in idle mode
2. UE uplink timing
3. PCell measurements in connected mode with DRX
4. SCell measurements 
In order to analyze the impact of a UE in HST conditions in NR deployments, it is necessary to see how the UE performs on system level using more realistic RRM requirements including UE and system latencies and look at the system performance. Hence, using the NR HST conditions, it needs to be verified whether the current UE minimum RRM requirements agreed for NR FR1 can ensure robust mobility and system performance in a dynamic mobile environment. 
It is necessary to evaluate if, assuming minimum UE requirements, the UE can be assumed to be capable of identifying, measuring and reporting newly detectable cells in a timely manner to the network, such that network can prepare the handover with the target cell and transmit the handover command to the UE in time.
[bookmark: _Hlk24126175] It needs to be evaluated if, assuming minimum UE requirements, the UE can be assumed to be capable of identifying, measuring and reporting newly detectable cells in a timely manner to the network, such that network can prepare the handover with the target cell and transmit the handover command to the UE in time.
If UE minimum performance in terms of cell detection and measurement latencies are too relaxed to guarantee that a UE, with minimum performance, can provide measurement reports to network in a timely manner this will cause connection failures. Hence, if the requirements are too relaxed, this will lead to e.g. HOF’s or RLF’s. I.e., it needs to be evaluated if the current minimum requirements guarantee well performing and robust mobility in HST scenario, or will they not be able to guarantee this and result in late or missed handovers which then leads to RLF and drop of the connection. 
[bookmark: _Hlk24126269]If UE minimum performance in terms of cell detection and measurement latencies are too relaxed to guarantee that a UE with minimum performance can provide measurement reports to network timely, this will lead to HOF’s or RLF’s.
When analyzing the performance and latencies, the new and additional aspect introduced in NR, compared to LTE, needs to be considered. NR include support of multi-beam operation and beam management, including beam failure detection and link recovery procedures, and this needs to be considered as it is part of the NR system level operations.
To perform such evaluation, we use a fully dynamic system simulator supporting NR as explained next. Using this fully dynamic NR simulator, in which the UE are moving within the simulated deployment with realistic channel conditions, we have been executing a number of simulations related to NR HST.

Simulation scenario and parameters
We have used a more advanced simulation setup in which we have 2 beams per cell. Although still simplified compared to the maximum support of 8 beams, using 2 beams will give indication about HST performance in multibeam environment. 
The general setup is based on the simulation deployment setup used in the LTE HST simulations updated to use the NR RMa scenario [2]. The NR RMa includes pathloss fast fading channel models. Additionally, the support for NR physical layer design is implemented including among other cell detection and measurements and related delay, RLM and needed signaling for mobility.
In the setup we use 2 beams per cell and antenna panel setup is 4 rows and 4 columns of cross-polarized antenna elements. Beams are pointed 20 degrees in azimuth and -15 degrees in elevation from the antenna boresight. Antenna boresight is pointed south towards the track by 11 degrees from x-axis and gNBs are 100 meters away from the track.
The propagation map of the simulation scenario is illustrated in the following Figure 1:
[image: ]
Figure 1 Propagation map illustration of the simulation scenario.
The complete simulation parameters and assumptions are shown in Table 1. 
Table 1: System level simulation assumptions
	Parameters
	Value
	Comments

	Cell layout
	10 cells
	5 sites; 2 cells per site
2 wrap-around areas from the left and from the right

	Network synchronization
	Synchronized
	

	Inter-site distance
	1000 m
	

	Distance between gNB and railroad track
	100 m
	

	Carrier frequency
	3.6 GHz
	

	Carrier bandwidth
	5 MHz
	

	Subcarrier spacing
	15 kHz
	

	Antenna panel configuration
	3D antenna at gNB, (M, N, P, Mg, Ng) = (4, 4, 2, 1, 1)
Omni at UE
	One antenna panel at gNBs with 4 rows, 4 columns of cross-polarized elements

	Receiver types
	LMMSE-IRC in DL and UL
	

	Antenna gain
	BS: 17dBi
UE: 0dBi
	

	Antenna height
	BS: 35m
UE: 1.5m
	

	Antenna boresight angle with respect to the x axis
	±11 degrees
	

	Beam configuration
	2 beams per cell, pointing 20 degrees in azimuth and -15 degrees in elevation from the antenna boresight
	

	User speed
	500 km/h (138.9 m/s)
	

	[bookmark: OLE_LINK171][bookmark: OLE_LINK172][bookmark: OLE_LINK173]UE distribution
	All UEs are generated consecutively in the left most point with the scenario in 1.44 seconds (500 km/h, 30 UE/s).
	This is analogical of generating UEs in the train of 200m length.

	Number of UEs
	63
	

	User mobility model
	Constant speed, wrap around
	

	Distance-dependent path loss
	NR RMa [2]
	

	Line-of-sight condition
	LOS
	

	Penetration loss
	

 dB and  [3]
	

	Slow fading/Shadowing 
	NR RMa [2]
	

	Fast fading 
	NR RMa 3D channel model [2]
	

	Network load
	0, 25%, 50%, 75%, 100% of RBs active in the network
	

	SSB periodicity
	20ms
	Dual beam operation

	Cell detection delay 
	Cell detection delay: 600ms or 5* DRX (* 1.5 cycles) at SINR >= -6dB
	Scaling factor 1.5x is considered for DRX cycles 80, 160 and 320 ms in “scaled” labelled cases.

	RRC L1 measurement period
	Measurement period: 3 or 5 * DRX (* 1.5 cycles) at SINR>=-6dB
	Scaling factor 1.5x is considered for DRX cycles 80, 160 and 320 ms in “scaled” labelled cases.

	Index reading delay
	
	Index reading delay is not considered in the simulations.

	HO
	A3-based
	

	A3 event parameters
	Threshold: 3 dB 
Time-To-Trigger: 0 ms
	

	HO Preparation delay
	Constant delay of 50ms
	

	L3 filtering
	Disabled
	

	DRX
	Long cycle values: Off (0 ms), 80ms, 160ms, 320ms, 640ms
	Other parameters:
DRX inactivity timer: 20 ms
DRX on-duration length: 20 ms

	RACH parameters
	Constant delay of 40ms
	

	RRC measurement quantity
	SS-RSRP
	

	RSRP Measurement Error Std.
	2dB
	Random error of +-2dB with a normal distribution is added to the RSRP measurement of each cell.

	[bookmark: OLE_LINK580][bookmark: OLE_LINK581]Threshold Qout,SNR
	-8 dB
	

	Threshold Qin,SNR
	-6 dB
	

	RRC messages sent over the air
	HO command, HO complete
Measurement report
Re-Establishment (request, response, complete)
	

	RLM Tindication_interval
	max(10 ms, DRX cycle * 1.5)
	Scaling factor 1.5x considered for DRX cycles 80, 160 and 320 ms in “scaled” labelled cases.

	RLM T310
	500 ms
	

	RLM N310
	2
	

	RLM N311
	2
	

	MAC-based beam management
	Non-Ideal with beam switching based n L2 filtered measurements
	

	L1-RSRP filter samples
	3, 5
	

	L2 filter coefficient
	4
	

	L1 measurement and reporting interval
	40 ms
	

	Beam failure and recovery
	Enabled
	

	Beam failure detection timer
	30 ms 
	

	Beam failure instance max count
	2 
	

	Simulation time
	200 s
	



Simulation results
Following sections include simulation results looking at the following aspects:
1) Handovers per UE per second ratio
2) Ping-pong handover ratio
3) Handover failure ratio (RLF+HOF)
4) Mean time-of-outage per call
In the simulations we only have an NR PCell and do not analyse any impact from inter-frequency, SCell or CA requirements. No intra-frequency gap assisted measurement are assumed.
When analysing above metrics, we have in the simulations looked at two parameters which have been discussed in RAN4:
· The measurement evaluation period (are we assuming 3 or 5 samples)
· The 1.5 scaling factor
In the results we have results for both when the UE using 3 and 5 samples (L1 filter: 3/5) and when measurement scaling is applied and not applied (scaled/nonscaled).

Handovers per UE per second ratio
Following figure illustrates the handovers per UE per second ratio:
[image: ][image: ]
Figure 2 Simulation results showing handover per UE per second ratio.
From the results we can observe following:
· As expected, the number of successful handovers per UE per second is heavily influenced by the used DRX cycle.
· Longer DRX and increased load has a significant negative impact on the handover rate.
· When using shorter DRX the impact from the load is insignificant.
· L1 measurement period also has significant impact on the number of handovers. 
· Using L1 3 samples the number of handovers is higher particularly with long DRX cycles compared to 5 samples per measurement period.
· DRX cycles 80, 160 and 320 with and without scaling factor 1.5 * DRX cycle:
· The 1.5x scaling has a clear impact on handover rate by dropping it significantly
Also, for the 2 beams per cell case, the results are as expected as the UE performance requirements are scaled according to the applied DRX cycle used. I.e. cell detection and measurement latencies can be expected to increase with increased DRX cycle – which of course impacts the handover performance in HST scenario.

Ping-pong handover ratio
Next, we look at the ping pong rate. We have defined ping pong rate as handovers back and forth between same BSs within one second.
[image: ]  [image: ]
Figure 3 Simulation results showing the ping pong handover rate.
We observe following:
· No Ping-pong are present when using the longest DRX cycles
· Ping-pongs are the most likely without DRX due to faster reaction to relative signal strength changes between cells
· Ping-pongs are less likely when 5 samples per measurement period is applied
· Ping-pong rate is also reduced when 1.5 scaling factor is used.
These results are as would be expected also in the 2 beams per cell HST deployment. The results show that from system level point of view, the more aggressive handover settings (e.g. short DRX and lower number of samples) which favour high handover success rate, increases the number of ping pongs in the system. Even in an HST deployment.

Handover failure percentage
Finally, we look at the handover failure percentage. The handover failure percentage is defined as (RLF+HOF)/(RLF+HOF+HO)*100.
[image: ]  [image: ]
Figure 4 Simulation results showing the radio link and handover failure percentage.
From the results we see:
· Failure rate is heavily impacted by the load in system.
· Failure rate is heavily impacted by the DRX cycle applied.
· [bookmark: _Hlk32511173]For intermediate DRX cycles (80-320 ms) with high network load we observe significant difference in failure rates considering the 1.5x scaling factor. 
· Failures are much more common with 1.5x scaling.
· For longest DRX cycle failure rates are high even with low load.
· In low network load situations, we do not observe any significant number of handover failures for DRX cycles below 320 ms.
· L1 measurement period also has big impact on the failure rates:
· When using 3 L1 samples the number of failures is lower particularly with long DRX cycles compared to 5 samples per measurement period.
[bookmark: _Hlk32516714]A lower HO failure rate is observed when 1.5 scaling factor is removed for the intermediate DRX cycles (80-320 ms) and with high network load.
Lower failure HO rate is observed when using 3 L1 samples compared to 5 samples per measurement period, particularly with long DRX cycles.
These results are important as they show that robust mobility is also achievable in the 2 beams per cell HST scenario. Hence, use of multiple beams in FR1 HST cannot be excluded directly. As the long DRX cycles and high load has significant negative impact on the number of observed failures and handover failure rate, use of longer DRX cycles should not be recommended in HST (however this was also observed in LTE and should be no surprise).

Mean time-of-outage per call
Time-of-outage is defined as the percentage of call UE spends in the following states:
· UE observes signal quality of serving cell/beam to be under Qout threshold (-8 dB)
· Handover execution duration
· Connection re-establishment duration
· Connection establishment duration
Figure 5 shows the mean time-of-outage percentages per call with full range of network loads and DRX cycles. Figure 6 shows the results in intermediate cases with 50% load and DRX cycles of 80-320 ms:
[image: ] [image: ]
[bookmark: _Ref32569832]Figure 5 Simulation results showing the time-of-outage for the full range of simulation parameters
[image: ]
[bookmark: _Ref32568656]Figure 6 Simulation results showing the time-of-outage for intermediate cases

Table 2: Calculations of time-of-outage improvements from removing 1.5x scaling and tightening requirements based on simulations results shown in Figure 6 
	
	Removing 1.5x scaling
	5 samples -> 3 samples
	Combined effect

	DRX cycle 80 ms
	38.9%
	22.1%
	44.9%

	DRX cycle 160 ms
	47.7%
	25.4%
	61.3%

	DRX cycle 320 ms
	32.0%
	12.2%
	46.7%



From the time-of-outage results we see:
· As expected, increasing the DRX cycle length and network load increases the time-of-outage rate
· There is a very significant impact for the intermediate DRX cycles from the 1.5x scaling. As shown in Table 2,  when the 1.5x scaling factor is removed the time-of-outage rate drops by 32-48%
· Also, L1 measurement period with 3 samples decreases the time-of-outage compared to 5 samples by 12-25% according to Table 2 and combined effect from removing 1.5x scaling and tightening requirements can have effect of up to 61% drop in time-of-outage in intermediately loaded network
· There are time-of-outages observed even in situations where radio link or handover failures are rare, e.g. non-DRX case. The reason for this is that also e.g. handover execution time from handover command reception to handover complete delivery is observed as time-of-outage.
A significant decrease in the Time-of-outage is observed for intermediate DRX cycles when 1.5 scaling factor is removed compare to when 1.5 scaling is applied.
Time-of-outage decreases when L1 measurement period of 3 samples is used compared to when using 5 samples.

Simulation conclusion and further work
From these simulation results – which differ from the results presented [5] by having 2 beams per cell instead of only 1 beam per cell – we can conclude that similar to the 1 beam per cell results, that it is possible to achieve robust mobility in NR FR1 for 500kmh HST scenario. This is achievable at least for short DRX cycles even in high load situations. 
These simulations do consider 2 beams per cell and RLM/RLF as defined for NR. Furthermore, beam management is non-ideal in the simulations and uses L2 filtered measurements for beam switching. Most importantly the simulations are comparing settings with tightened and non-tightened requirements using 3 or 5 sample L1 measurement periodicity respectively. We have also considered 1.5x relation in the measurements for intermediate length DRX cycles and compared it to cases without the relaxation.
Based on the simulation results, we observe in observations 3-6 that for NR a tightening of the basic requirements will significantly improve the system performance and mobility robustness. This is also what was observed and introduced when RAN4 introduced LTE 350 requirements which also apply for 500km/h HST. 
Based on the observation 3 – 6 and the results in table 2, it is clear that there is a significant system performance improvements from tightening cell detection and measurement related requirements for the NR PCell case in NR HST conditions. 
[bookmark: _Hlk32516996]For NR HST in FR1 cell detection and measurement evaluation delay shall be reduced.
RAN4 tightens the FR1 cell detection and measurement requirements when DRX is in use.
From the same observations and table it can be concluded that removing 1.5x relaxation also significantly helps in improving the performance when using intermediate length DRX cycles.
Under HST condition the 1.5 scaling factor shall not be applied in general.
This means that for all cases where the 1.5 scaling factor is applied in the UE requirements, the applicability shall be conditioned and shall not be applicable under HST conditions.
RAN4 defines the 1.5 scaling factor does not apply under HST conditions. 
From the results we can conclude that NR HST mobility works under the following conditions:
· 1 or 2 beams are used per cell
· UE NR cell detection requirements for PCell are tightened.
· UE NR measurement requirements for PCell are tightened.
· 1.5 scaling factor is not applied
· Longer DRX cycle lengths are not used.
The results are still to some extend optimistic as not all latencies are considered in the simulations yet. For instance we have not analysed the possible impact from measurement gaps or Index reading delay. 

Further on RRM requirements for NR HST
In the agreed WF [6] a number of topics were listed for further discussion. Next, we look at these and give proposals on the topics.

The candidate solution to enhance the intra-frequency cell reselection
One option was to re-use the cell re-selection requirements specified in Rel-16 LTE HST WI also in NR HST. As the SSB periodicity is shorter than the longest DRX period (paging period) this should be feasible solution.
Use Rel-16 LTE HST cell reselection tightening as baseline, unless shown not to work.

Cell identification delay requirements for DRX case 
Non-DRX:
Based on the simulation results current requirements for cell detection and measurement period could be applicable directly for NR FR1 HST scenario.
Intra-frequency cell detection for no DRX stay unchanged.
DRX:
From our simulation results it has been shown that for shorter DRX cycles it is possible to ensure robust mobility. However, as noted the results are still optimistic and has not considering all relaxations on UE side. 
From the result it was concluded that for intermediate DRX cycles challenges concerning mobility robustness were observed when using 5 L1 measurement samples and 1.5 scaling factor. 
RAN4 tightens the FR1 cell detection and measurement requirements when DRX is in use from 5 samples to 3 samples.
Additionally, RAN4 would need to define that the 1.5 scaling factor shall not apply under HST conditions for cell detection and measurements.
As we do not see it realistic to use DRX cycles higher than 320ms we do not see a reason to change those requirements for NR HST case.
Signaling
In order for the UE to apply the apply the requirement applicable under NR FR1 HST, the network would need to indicate to the UE when HST is applicable. This can likely be done in a similar manner as in LTE.
Add signaling indicating when HST conditions apply in a cell.

RLM
It was discussed that for FR1 no changes are needed for HST scenario and Rel-15 RLM could be re-used directly. However, different from LTE HST is that in NR RAN4 allowed a 1.5 scaling when DRX is applied. While the non-DRX requirements likely can be re-used directly we see from our simulation results challenges with using the 1.5 scaling factor when in DRX. Hence, when removing the 1.5 scaling factor applicability from other requirements under HST conditions, the 1.5 scaling shall also not be applied for RLM under HST.
For RLM in DRX RAN4 shall remove the 1.5 scaling factor under HST, when DRX is applied.
Similarly, RAN4 also need to remove the 1.5 scaling used for L1 indication (TIndication_interval) when DRX ≤ 320ms is used.
RAN4 also need to remove the 1.5 scaling used for RLM L1 indication (TIndication_interval) when DRX ≤ 320ms is used.
The combination of high speed, DRX and prolonged RLM period seems challenging.

Beam Management
Under discussion is SSB based and CSI-RS beam management. As NR FR1 do support up to 8 SSB based beam this should be considered when defining the UE requirements. However, we also believe that beam management would need to be simulated in order to account for the system level aspects in addition to the pure LL aspects. In the simulations we have used only 2 beams for which, under the simulation assumption, we have shown that robust mobility can be achieved.
Beam management requirements seems not to need changes for HST.
However, further simulation work is foreseen. What needs to be considered is beam failure procedure and recovery including potential signaling aspect. It should be noted that for FR1 SSB based BM RAN4 allowed a scaling factor 8 for L1-RSRP measurements.
Although the simulations do include non-ideal beam management not all BM aspects are simulated.
It is also observed that BFD and L1 indication have applied the same 1.5 scaling factor for DRX cycle lengths less than or equal to 320ms. Having such additional delay in HST scenario would need further discussion in RAN4.
RAN4 also need to remove the 1.5 scaling used for BFD L1 indication (TIndication_interval) when DRX ≤ 320ms is used.

Conclusion
The document has presented new additional system simulation results for Rel-16 NR HST scenarios at 500 km/h for UE in connected mode. The simulation setup is based on the one used in the simulations [5] updated to use 2 beams per cell instead of one beam per cell. In addition, we also give input on	 open aspects related to HST RRM requirements.
From the simulation results we make a number of observations:
1. A lower HO failure rate is observed when 1.5 scaling factor is removed for the intermediate DRX cycles (80-320 ms) and with high network load .
1. Lower failure HO rate is observed when using 3 L1 samples compared to 5 samples per measurement period, particularly with long DRX cycles .
1. A significant decrease in the Time-of-outage is observed for intermediate DRX cycles when 1.5 scaling factor is removed compare to when 1.5 scaling is applied .
1. Time-of-outage decreases when L1 measurement period of 3 samples is used compared to when using 5 samples.
Based on which we propose:
1. For NR HST in FR1 cell detection and measurement evaluation delay shall be reduced .
RAN4 tightens the FR1 cell detection and measurement requirements when DRX is in use.
Under HST condition the 1.5 scaling factor shall not be applied in general.
RAN4 defines the 1.5 scaling factor does not apply under HST conditions. 
Use Rel-16 LTE HST cell reselection tightening as baseline, unless shown not to work.
Intra-frequency cell detection for no DRX stay unchanged.
RAN4 tightens the FR1 cell detection and measurement requirements when DRX is in use from 5 samples to 3 samples.
Add signaling indicating when HST conditions apply in a cell.
For RLM in DRX RAN4 shall remove the 1.5 scaling factor under HST, when DRX is applied.
RAN4 also need to remove the 1.5 scaling used for RLM L1 indication (TIndication_interval) when DRX ≤ 320ms is used.
Beam management requirements seems not to need changes for HST.
RAN4 also need to remove the 1.5 scaling used for BFD L1 indication (TIndication_interval) when DRX ≤ 320ms is used.
with the observation:
Although the simulations do include non-ideal beam management not all BM aspects are simulated.
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