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Introduction
In the Way Forward on NR MIMO OTA from RAN4#92 [1], 3GPP identified the need to understand the relationship between MIMO correlation coefficients and MIMO performance. The analysis in this paper is an attempt to meet that need. We view this as a first step toward better understanding the relative performance of the different MPAC probe configuration options.
We proceed by building on the analytical channel models available in TS 38.141-2 to generate instances of 2x2 and 4x4 channel matrices that match the statistics dictated by the models. These matrices are fed into a simple capacity equation to determine the impact of these correlation coefficients on the MIMO performance using capacity as our metric. The result of this analysis is a set of cumulative distribution functions (CDFs) of capacity for various correlation coefficients under different model assumptions.
[bookmark: _Hlk20476336]Channel Model
The following channel models were obtained from TS 38.141-2, Annex J.2.3 [2].
A 2x2 MIMO channel has spatial correlation matrices for the transmit and receive side given below.


The spatial correlation matrix of the column-scanned complex channel matrix is then defined as

The 4x4 MIMO channel model has spatial correlation matrices as given below.


The spatial correlation matrix of the column-scanned complex channel matrix is then defined as

The result is a 16x16 matrix that is rather cumbersome to write and offers little intuitive value, so we will not produce it here.
Generating Random MIMO Channels and Computing Capacity
A random channel matrix may be obtained with the statistics dictated by Rs as follows. Note that Rs is Hermitian symmetric, so the eigen decomposition of this spatial correlation matrix is given by

We can generate a vector Hvec from a zero-mean, unit-variance i.i.d. complex Gaussian vector  by

such that

We now have a vector of channel coefficients whose statistics equal the desired spatial statistics. We therefore reshape this vector to be a 2x2 (or 4x4) matrix H and compute the blind instantaneous capacity (with no knowledge of CSI at the transmitter) using

where Nr and Nt are the number of receive and transmit elements, respectively, and ρ is the linear SNR. For all of the results that follow, we let the SNR be 20 dB, i.e. ρ=100.
Simulation Results
The results shown here give empirical cumulative distribution functions (CDFs) of the capacity, computed using a Monte Carlo simulation. For each scenario, we compute 1e6 iterations to generate the CDF estimates.
The results below on the left show CDF curves for various values of α and β. On the right is a CDF error plot where the CDF with zero correlation is subtracted from each of the CDFs in the first figure.
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Removing the larger correlation values and zooming in yields the following CDF error curves.
[image: ][image: ]
A value of α=β=0.05 is almost indistinguishable from the baseline. Values up to α=β=0.2 have errors of approximately 0.1 bps/Hz or less. This is approximately 0.7% to 2% of error at this SNR level.
Similar results for a 4x4 channel are given below, with CDF curves on the left and CDF error curves on the right.
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These errors are completely unacceptable. Note that the way the channel models are defined in TS 38.141-2, the value of α and β represent best-case (smallest) correlations within each matrix. The worst-case (largest) correlation value is equal to this α or β value raised to the 1/9 power. When α=β=0.1, for example, we have a worst-case correlation of 0.7743.
To get a better feel for what’s going on here, let’s look at results with very small alpha values (1e-9 to 0.1).
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Removing curves with higher correlations and zooming in yields the following CDF error curves.
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The performance is better, but these correlation coefficients are ridiculously small. The worst-case correlation coefficient, when α=β=1e-9, is 0.1. This curve appears to have an acceptable capacity degradation on the order of 0.1 bps/Hz.
But clearly the choice of α and β is a function of the channel model’s structure. If, instead of indicating the best-case correlation, the value we specify were to indicate a worst-case correlation, things might look a little different. Let’s modify our 4x4 correlation matrices to look like the structure below where we have set .

Below, we show results using this revised matrix structure with the original set of correlation values.
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Removing the largest correlation values and zooming in yields the following.
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To maintain the same capacity degradation of 0.1 bps/Hz afforded by the 2x2 system with a correlation coefficient of 0.2, in this case we now appear to require a correlation of approximately 0.1. Note, however, that this assumes worst-case correlation in each matrix, not the best-case as defined in the original channel model.
Consider yet another alternative channel model where all cross-correlation coefficients are equal. This is not a proposal to change the model, but rather an illustration of how the model impacts the results. The modified spatial correlation matrices are given by


CDF and CDF error curves are shown below.
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Removing the largest correlation values from the CDF error curves and zooming in yields the following.
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In this case, the correlation value of 0.1 yields a capacity error of between 0.1 and 0.15 bps/Hz. This is nearly equivalent to the original channel model where we define the correlation coefficient as γ, representing the worst-case (largest) rather than the best-case (smallest) value.
Observation: The worst-case correlation (i.e. between adjacent elements) appears to be the key parameter for assessing the impact on MIMO capacity, regardless of the choice of channel model. This worst-case correlation is what we should pay attention to in assessing MIMO performance.
This observation allows results to be fairly comparable between 2x2 and 4x4 for the same values of correlation coefficients.
Conclusions
The results of this analysis indicate that the critical parameter dictating channel capacity is the maximum correlation between any two elements in the array. This is typically given by the correlation between two adjacent elements. Capacity values appear to have acceptable degradation when this correlation is no larger than 0.1 or 0.2.
Limitations of the Analysis
The latest results for correlation for different MPAC probe configurations, as presented in [3], display results as weighted RMS correlations. Additional results show unweighted RMS correlations [4]. The results in this paper assume unweighted correlations where correlation is defined statistically, not in an RMS sense. It’s possible these are essentially the same, but it appears that more work may be required to put these two analyses together to determine capacity (MIMO performance) degradation for each of the two candidate probe configurations.
While this paper’s analysis addresses the need identified in the way forward, it is attempting to fill a gap in a methodology that is unnecessarily complicated. We are attempting to assess the performance of different probe configurations by computing correlation coefficients and then translating those correlations into capacity, a useful metric directly related to achievable throughput under certain assumptions. This circuitous path by means of an intermediate metric (correlation) introduces some error.
A more direct, and more accurate, method would be to directly compute capacity from the channel model realizations of each probe configuration. These capacities would then be compared to an ideal channel realization where we create one probe for every point scatterer in the CDL model. The difference between the ideal and each of the realistic probe configurations would represent a degradation associated with that configuration. Such an analysis would not suffer from the error introduced by an intermediate metric such as correlation. We can then more directly, and more confidently, compare performance of the two candidate probe configurations.
Proposal: Companies are encouraged to bring contributions that directly compute capacity from CDL channel realizations using both probe configuration options and compare to the capacity derived from an ideal channel realization. The comparison must be made over some agreed disc.
It is important to note that correlation coefficient error evaluation over a disk has thousands of points. The process to validate the spatial correlation is FFS. 
Summary
The following observation and proposal were made in this contribution:
Observation: The worst-case correlation (i.e. between adjacent elements) appears to be the key parameter for assessing the impact on MIMO capacity, regardless of the choice of channel model. This worst-case correlation is what we should pay attention to in assessing MIMO performance.
Proposal: Companies are encouraged to bring contributions that directly compute capacity from CDL channel realizations using both probe configuration options and compare to the capacity derived from an ideal channel realization.
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