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1	Introduction 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK132][bookmark: OLE_LINK133]In Rel-11, IMR was introduced such that network can emulate a specific interference on which UE measures the interference and reports CQI to reflect the real interference condition observed on PDSCH. One remaining issue is whether or not to restrict UE’s interference average behavior (in time or frequency), which, in current RAN1 specification [1], is not specified and left as an UE implementation issue. In short, excessive interference averaging in time or frequency can provide a stable reported CQI value from UE, but such a CQI value may suffer from mismatch to the real interference condition. In this contribution, we provide the link-level simulation results to investigate the effects of single subframe (single-SF) and cross subframe (cross-SF) averaging on throughput performance under 3 different interference conditions: without interference, with full-loaded interference and with partial-loaded interference. 
2	Simulation Setup and Results 






[bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK25][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK10][bookmark: OLE_LINK14][bookmark: OLE_LINK26][bookmark: OLE_LINK41]In the following link-level simulations, we consider the CQI reporting mode 3-1 in a 10MHz bandwidth which has 9 sub-bands. Only the 5th sub-band (6 PRBs) is chosen to schedule the desired PDSCH to UE (without any frequency-selective scheduling). When performing cross-SF averaging, an -filtering is adopted, e.g., , where  and  are the measured interference and the averaged interference at IMR occasion , respectively. Choosing  is equivalent to perform a single-SF averaging. Neither network nor UE employ any outer-loop link adaptation (OLLA) algorithms for adjusting the CQI values. Detailed simulation setups are listed in Appendix. 

[bookmark: OLE_LINK29][bookmark: OLE_LINK30]2.1. 	Without interference 


[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK94][bookmark: OLE_LINK95][bookmark: OLE_LINK33][bookmark: OLE_LINK34]In this case, interference averaging provides a suppression of noise, and thus a more stable CQI value will be reported by UE. Figure 1 shows the resulting throughput for different interference average behaviours. In medium SNR regions, about 15-30% loss (depending on SNR) on the throughput performance is observed with single-SF averaging. If cross-SF average is allowed, this loss can be recovered even with . To provide a closer look on why the loss is resulted, we show the reported CQI distribution and the corresponding BLERs at SNR 9dB in Table I. It can be observed that insufficient averaging will result in a CQI distribution with larger variance. It is important to note that both under-estimation and over-estimation will lead to throughput loss. As a result, about 29% loss is observed on single-SF averaging. 

[bookmark: OLE_LINK104][bookmark: OLE_LINK105][bookmark: OLE_LINK96][bookmark: OLE_LINK97][bookmark: OLE_LINK142][bookmark: OLE_LINK143]Observation 1: Single-SF averaging will results in up to 30% throughput loss due to un-stable reported CQI in a single-TP scenario. This loss can be recovered by cross-SF averaging. 
[image: ]

Figure 1. Throughput comparison of different interference average behavior under single TP scenario 
[bookmark: OLE_LINK39][bookmark: OLE_LINK40]

Table I 
Reported CQI distribution and the resulted throughput at 9 dB under single TP scenario 

	

	CQI
	8
	9
	10
	11
	12
	13
	throughput
(Mbps)
	[bookmark: OLE_LINK70][bookmark: OLE_LINK71]loss

	[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK46][bookmark: OLE_LINK47][bookmark: OLE_LINK48]1
	Report
	2.25%
	11%
	58.8%
	28.8%
	1.11%
	0.04%
	1.01
	28.9%

	
	BLER
	0%
	0%
	0%
	95%
	100%
	100%
	
	

	0.5
	[bookmark: OLE_LINK9][bookmark: OLE_LINK12]Report
	0.1%
	9.33%
	78.45%
	12.1%
	
	
	1.26
	11.5%

	
	BLER
	0%
	0%
	0.03%
	94.6%
	
	
	
	

	0.25
	Report
	0.04%
	7.25%
	88.16%
	4.51%
	
	
	1.36
	4.2%

	
	BLER
	0%
	0%
	0.06%
	94.6%
	
	
	
	

	0.125
	Report
	
	6.74%
	91.3%
	1.93%
	
	
	1.39
	1.5%

	
	BLER
	
	0%
	0.04%
	94.2%
	
	
	
	

	Ideal
	Report
	6%
	93%
	1%
	
	
	
	1.42
	0

	
	BLER
	0%
	0.04%
	100%
	
	
	
	
	



[bookmark: OLE_LINK61][bookmark: OLE_LINK62]2.2. 	full-loaded interference 

[bookmark: OLE_LINK78][bookmark: OLE_LINK79]In this scenario, 2 TPs are considered with TP1 transmitting the desired PDSCH and TP2 being the interference, which transmits PDSCH of TM9 with constant pre-coder over all PRBs and all SFs. Figure 2 shows the resulting throughput for different interference average behaviours. Similar to what was observed in Figure 1, the loss due to insufficient noise suppression of single-SF averaging can be recovered by cross-SF average. The reported CQI distribution and the corresponding BLERs at TP1 SNR 9dB are provided in Table II. It can be observed that insufficient average will result in a CQI distribution with larger variance and that about 29% loss is observed on single-SF averaging. 

[bookmark: OLE_LINK106][bookmark: OLE_LINK107][bookmark: OLE_LINK98][bookmark: OLE_LINK99][bookmark: OLE_LINK100][bookmark: OLE_LINK101]Observation 2: Single-SF averaging will results in up to 30% throughput loss due to un-stable reported CQI in a full-loaded interference scenario. This loss can be recovered by cross-SF averaging. 


[image: ]

[bookmark: OLE_LINK74][bookmark: OLE_LINK75][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Figure 2. Throughput comparison of different interference average behavior under full-loaded interference scenario 

[bookmark: OLE_LINK76][bookmark: OLE_LINK77]Table II 
Reported CQI distribution and the resulted throughput at under full-loaded interference scenario 
.
	

	CQI
	4
	5
	6
	7
	8
	[bookmark: OLE_LINK130][bookmark: OLE_LINK131]throughput
(Mbps)
	loss

	[bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK67]1
	Report
	9.98%
	62%
	20.3%
	7.5%
	0.2%
	0.329
	28.9%

	
	BLER
	0
	0.36%
	99%
	100%
	100%
	
	

	0.5
	Report
	8.03%
	81.1%
	10.5%
	0.4%
	
	0.424
	10.6%

	
	BLER
	0%
	0.32%
	99%
	100%
	
	
	

	0.25
	Report
	7.01%
	87.6%
	5.36%
	
	
	0.442
	4.69%

	
	BLER
	0%
	0.39%
	100%
	
	
	
	

	0.125
	Report
	5.6%
	91.9%
	2.39%
	
	
	0.458
	1.08%

	
	BLER
	0%
	0.3%
	100%
	
	
	
	

	Ideal
	Report
	5.06%
	93.4%
	1.48%
	
	
	0.463
	0

	[bookmark: OLE_LINK68][bookmark: OLE_LINK69]
	BLER
	0
	0.36%
	99%
	
	
	
	



2.3. 	partial-loaded interference 

[bookmark: OLE_LINK88][bookmark: OLE_LINK89][bookmark: OLE_LINK42][bookmark: OLE_LINK43]To simulate the scenario of partial-loaded interference, we assume TP2 with 50% load. It is obvious that how this 50% load is distributed in time and frequency will severely impact the observed interference on each IMR occasion. In our simulation, we assume that TP2 is muted during SF-0 to SF-4 and transmitting interfering PDSCH during SF-5 to SF-9. With the period of IMR being 5 ms, the interference observed by UE will not be consistent between any two adjacent occasions. Regarding how the MCSs are determined for PDSCHs on different SFs, we assume that a tight-coordinated network: TP1 knows whether TP2 was muted or not in previous SFs so that TP1 knows the interference condition of each CQI report. On the other hand, TP1 also knows whether TP2 is going to be muted or not in the coming SF so that TP1 can pick a suitable CQI value matching the interference condition for determining the MCS of PDSCH. In this way, the scheduler will not introduce any mismatch between the interference observed at IMR and PDSCH, and thus it helps to clarify the gain/loss resulted only from interference average. Similar scheduler behaviour was mentioned in [2]. 


[bookmark: OLE_LINK90][bookmark: OLE_LINK91][bookmark: OLE_LINK92][bookmark: OLE_LINK93][bookmark: OLE_LINK44][bookmark: OLE_LINK45]Figure 3 shows the resulting throughput for different interference average behaviours. As expected, increasing the number of SFs in interference averaging will degrade the throughput performance. The reported CQI distribution and the corresponding BLERs at TP1 SNR 9dB are shown in Table III. Ideally, medium CQI value 5 should be reported under TP2 interference, and 10 under TP2 muted. However, excessive SF averaging, e.g., , will has a high probability to obtain CQI values 6 and 7 which result an over-estimation when PDSCH is transmitted under TP2 interference and an under-estimation under TP2 muted. Therefore, under the above particular operational scenario where the scheduler results in significant difference in interference power observed on every 2 adjacent IMRs occasions, single-SF averaging is better than cross-SF averaging, though there is still a 29% loss compared to the ideal case due to the variance of the reported CQI distribution. 

[bookmark: OLE_LINK108][bookmark: OLE_LINK109]Observation 3: Cross-SF averaging will results in 35%-50% throughput loss in a partial-loaded interference scenario, while single-SF averaging still suffer from non-trivial throughput loss. 

[image: ]

Figure 3. Throughput comparison of different interference average behavior under partial-loaded interference scenario 

Table III 
Reported CQI distribution and the resulted throughput under partial-loaded interference scenario 

	

	CQI
	4
	5
	6
	7
	8
	9
	10
	11
	12
	throughput
(Mbps)
	loss

	[bookmark: OLE_LINK72][bookmark: OLE_LINK73]1
	Report
	6.3%
	30.4%
	8.74%
	4.5%
	0.2%
	5.3%
	29.4%
	14.9%
	0.25%
	0.586
	29%

	
	BLER
	0%
	0.12%
	99.4%
	100%
	25%
	0%
	16.7%
	100%
	100%
	
	

	0.5
	Report
	0.1%
	16.3%
	21.9%
	42.7%
	18.9%
	
	0.05%
	
	
	0.492
	41%

	[bookmark: OLE_LINK53][bookmark: OLE_LINK54]
	BLER
	0%
	0.23%
	95.6%
	28.8%
	0.26%
	
	50%
	
	
	
	

	[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18]0.25
	Report
	
	6.25%
	27.8%
	64%
	1.8%
	
	0.05%
	
	
	0.403
	51%

	
	BLER
	
	0.2%
	82.6%
	32.3%
	2.78%
	
	50%
	
	
	
	

	0.125
	Report
	
	2.75%
	28.5%
	68.3%
	0.43%
	
	0.05%
	
	
	0.375
	55%

	
	BLER
	
	0%
	65.9%
	42.4%
	0%
	
	50%
	
	
	
	

	Ideal
	Report
	5.26%
	44.4%
	0.35%
	
	
	3.4%
	46.4%
	0.23%
	
	0.834
	0%

	
	BLER
	0%
	0.03%
	100%
	
	
	0%
	15.8%
	100%
	
	
	



3	Discussion on Interference Averaging on IMR 
[bookmark: OLE_LINK80][bookmark: OLE_LINK81][bookmark: OLE_LINK86][bookmark: OLE_LINK87]The simulation results in the previous section show that if the interference is stable, cross-SF averaging will improve the accuracy of the reported CQI and improve the performance. However, averaging over drastically different interference can hurt the performance. Hence it is important to allow averaging over similar interference condition. Similar concept is already introduced with SF subset restriction in Rel-10 for supporting eICIC. In fact, eNB can ensure similar interference condition across SFs while configuring different IMRs in different CSI processes. The different IMR configurations will represent different interference conditions (e.g., TP muting or not). The only drawback is arguably the additional IMR overhead. But given the fact that averaging can improve the performance by up to 30% with AWGN noise, such a minimal increase of overhead is worthwhile (i.e., 4 RE per PRB in every 5ms or more). Configuring different IMRs seems to be a preferred operation. 


Note that our results also show that cross-SF averaging with  is already quite satisfactory. So the concern of “excessive” averaging seems not necessary. In fact, the CQI definition does require the CQI to represent the quality for CQI reference resource at a particular sub-band and a particular SF, even though the UE is allowed to use an unrestricted observation window. It is reasonable to believe that the UE only uses necessary, not excessive, averaging and always tries to track the interference as good as possible. It also means eNB is not strictly enforced to have a static interference on IMRs across SFs. 

One argument for single-SF averaging at the UE was that eNB can perform averaging over a SF subset that has similar interference condition. However, given that CQI is a 3 or 4 bit MCS level, a very coarse approximation of SINR, and what needs to be averaged is only the denominator of SINR (i.e., interference power) not SINR itself either in linear value or in dB, it is doubtful that any eNB averaging will be as effective as UE averaging. 

[bookmark: OLE_LINK112][bookmark: OLE_LINK113][bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 1: It is important for eNB to not make a UE to experience drastically different interference conditions from one IMR instance to the next in a single CSI process. There is no need to change the current CQI definition or UE behavior, because it is possible for eNB to use different IMR configuration in different CSI processes to get CQI reports for drastically different interference conditions. 
4	Summary 
Our conclusions through the study are as follows. 

[bookmark: OLE_LINK82][bookmark: OLE_LINK83][bookmark: OLE_LINK134][bookmark: OLE_LINK135]Observation 1: Single-SF averaging will results in up to 30% throughput loss due to un-stable reported CQI in a single-TP scenario. This loss is recovered by allowing cross-SF averaging.

Observation 2: Single-SF averaging will results in up to 30% throughput loss due to un-stable reported CQI in a full-loaded interference scenario. This loss is recovered by allowing cross-SF averaging.

[bookmark: OLE_LINK138][bookmark: OLE_LINK139]Observation 3: Cross-SF averaging over drastically different interference conditions can result in 35%-50% throughput loss in a partial-loaded interference scenario, but single-SF averaging still suffer from non-trivial throughput loss. 

[bookmark: OLE_LINK84][bookmark: OLE_LINK85][bookmark: OLE_LINK110][bookmark: OLE_LINK111][bookmark: OLE_LINK51][bookmark: OLE_LINK52]Proposal 1: It is important for eNB to not make a UE to experience drastically different interference conditions from one IMR instance to the next in a single CSI process. There is no need to change the current CQI definition or UE behavior, because it is possible for eNB to use different IMR configuration in different CSI processes to get CQI reports for drastically different interference conditions. 
5	References 
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[bookmark: OLE_LINK140][bookmark: OLE_LINK141][bookmark: OLE_LINK136][bookmark: OLE_LINK137][2] R4-131633, “CSI Test set up”, Ericsson, ST-Ericsson. 





Appendix
	Parameter

	TP1 (desired PDSCH)
	TP2 (Interference)

	Carrier frequency (GHz)
	2
	2

	System bandwidth (MHz)
	[bookmark: OLE_LINK114][bookmark: OLE_LINK115]10MHz
	10MHz

	Cell ID
	0
	6

	Propagation channel
	static channel defined in B.1 of 36.101
	static channel defined in B.1 of 36.101

	Antenna configuration
	[bookmark: OLE_LINK116][bookmark: OLE_LINK117]2x2, low correlation
	2x2, low correlation

	SNR (seen at UE receivers)
	-10:2:30 dB
	6 dB

	PDSCH allocation
	6 PRBs
	50 PRBs

	Subframes for demodulation
	1,2,3,4,6,7,8,9
	N/A

	Transmission mode
	TM9
	TM9

	Cell-specific reference signals
	[bookmark: OLE_LINK118][bookmark: OLE_LINK119]Antenna ports 0, 1
	Antenna ports 0, 1

	NZP CSI reference signals
	[bookmark: OLE_LINK120][bookmark: OLE_LINK121]Antenna ports 15, 16
	Antenna ports 15, 16

	[bookmark: OLE_LINK124][bookmark: OLE_LINK125][bookmark: OLE_LINK122][bookmark: OLE_LINK123]Subframe Configuration for NZP CSI-RS
	0
	N/A

	Resource Configuration for NZP CSI-RS
	3
	[bookmark: OLE_LINK128][bookmark: OLE_LINK129]N/A

	[bookmark: OLE_LINK55][bookmark: OLE_LINK56]Subframe Configuration for ZP CSI-RS
	N/A
	0

	Bitmap for ZP CSI-RS
	N/A
	0x1000

	Subframe Configuration for IMR
	0
	N/A

	Bitmap for IMR
	0x0400
	N/A

	Reporting mode for CSI process
	PUSCH 3-1
	N/A

	Reporting periodic and offset 
	Periodicity: 5 msec
Offset: 1 msec
	N/A

	Rank
	1
	1

	PMI
	Fixed PMI
	Fixed PMI

	Cyclic prefix
	Normal
	Normal

	Maximum number of HARQ transmission
	1
	N/A

	Number of OFDM symbols for PDCCH
	3
	N/A

	Timing offset between TPs (us)
	0
	0

	Frequency offset between TPs (Hz)
	0
	0

	Simulation length
	10000 sub-frames
	10000 sub-frames
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