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1 Introduction
This paper discusses the class of ML receivers and its variants to be used for decoding serving cell information in the presence of interferers, specifically in the context of the study item on network assisted interference cancellation / suppression for LTE downlink receivers. We present the signal model, ML receiver definition and variants of the ML receiver. We present a high-level evaluation of the advanced receivers considered in this paper on three aspects: a) performance, b) complexity and c) signalling requirements.
2 Signal Model
Let the number of simultaneously transmitting cells be N, including the serving cell. The received signal is given by the superposition of all the N transmitted signals: 
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               for k = 0, 1, ..., K.
	(1) 


where, ρi is the amplitude of the signal transmitted from i-th cell,
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is the channel matrix of the i-th cell on the k-th tone / resource element (RE), 
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 is the symbol transmitted by the i-th cell in the k-th tone and 
[image: image5.wmf]i

P

is the spatial precoding matrix used by the i-th cell and K is the total number of observed tones. The number of cells in this case is N with one serving cell and N – 1 interferers.
2.1 Definition of Maximum-Likelihood Receiver
The universally optimum receiver is the joint maximum likelihood receiver (Joint ML), which maximizes the likelihood of the vector of all information bits over the entire codeword.
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where, 
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is the vector of all the information bits and 
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is the ML estimate of 
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over the whole codeword. 

Observation 1: The above receiver is prohibitively complex to implement since it combines the functionality of detection and decoding jointly over the codewords of all the transmitting users. 

Codeword level ML: The joint ML receiver is also known as the codeword level ML receiver since the maximization is performed over the duration of the entire codeword spanning Nc information bits.
Practically viable receivers separate the functions of detection and decoding. We propose to study different choices of detectors for the core receiver processing part of Rel-12 UEs. Specifically, in this contribution, we focus on the soft output maximum-likelihood detector.
The goal of the soft output ML detector (will henceforth be referred to as ‘ML’ for short) is to obtain the log-likelihood ratios (LLR) of each transmitted bit in over serving and all the interfering cells. The log-likelihood function is given by 
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where,
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is the set of all possible transmitted symbols for which the j-th bit of the i-th user on the k-th observation is zero, and 
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is the set of all possible transmitted symbols for which the bit is one. The LLRs output from the ML detectors are subsequently processed further by the FEC decoder. In general, maximum likelihood estimation can be performed at different levels and they can be classified into the following categories:
· Symbol level ML: The above ML detector is known as symbol level ML receiver since the calculation of the LLR is performed over all cells for a given observation k.
The complexity of the ML detector since the set over maximization needs to be performed grows exponentially in the number of cells, N. Furthermore, if codeword level ML were chosen over K tones making up a codeword, then the complexity scales exponentially in the number of tones K as well. Therefore, codeword level ML is not a realistic receiver choice owing to complexity, whereas symbol level ML needs to be evaluated.
2.2 Low Complexity Variations of ML detection

Several lower complexity versions of the ML decoder have been considered which seek to perform one or both of the following functions:

· Receivers with approximations to the basic ML concept with minimal loss, e.g., organizing the search more efficiently like sphere decoders
3 Performance, Complexity and Signalling Aspects
3.1 Performance

By definition, the joint ML receiver is the optimum receiver to decode symbols from multiple interfering transmissions, while symbol level ML is expected to approach that performance. The performance of ML detection with the knowledge of interference parameters is better than the performance without. 
In this paper, we propose to evaluate the symbol level ML receiver to understand the achievable performance limits. This receiver is still substantially complex, therefore other practical alternatives such as low complexity variations of symbol level ML receiver may be considered.

3.2 Complexity

Here, we discuss the complexity of codeword level ML, symbol level ML and low complexity variants of ML. 
Codeword level ML:
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Figure 1: Block diagram for Codeword-Level ML
· Complexity: The calculation of the LLR is joint over N interfering cells, all the transmit antennas, and all possible information bits. In the case of t x r MIMO transmissions from N cells using M-QAM, the LLR computation for codeword level ML needs to evaluate a total of |M|t.N.Nc metrics, where Nc is number of information bits in the codeword – the metrics would be Euclidean distances for Gaussian noise. 
· Scalability: In the worst case (in terms of complexity) scenario of 64 QAM being used by all the users, the number of computations is 642N.Nc. The complexity grows exponentially in the code-length, number of interferers and transmitter antennas.
Therefore, this receiver structure, while optimal in terms of performance is absolutely impractical to implement.

· Parameter Extraction
· With unknown transmission parameters, the interference parameters have to be estimated / signalled. If the maximization were to be performed over all the transmission parameters and not just the symbols to be decoded, number of computations would only further explode.

Symbol level ML: 
[image: image14.emf]
Figure 2: Block diagram for Symbol-Level ML
· Complexity: In the case of t x r MIMO transmissions from N cells using M-QAM, the LLR computation for codeword level ML needs to evaluate a total of |M|t.N metrics. In the worst case (in terms of complexity) scenario of 64 QAM being used by all the users, the number of computations is 642N. Therefore, this receiver structure, while optimal in terms of performance, is still high in complexity.

· Scalability: Complexity with number of interferers grows exponentially, but not in the codeword length. Therefore, the solution is not scalable as the number of interferers increases.

· Parameter Extraction
· With unknown transmission parameters, the interference parameters have to be estimated / signalled along with the transmitted symbols. Decoupling parameter estimation from decoding reduces complexity, but it is still a challenging problem. More pertinently, this document focuses on the complexity of the core receiver architecture.
Low Complexity ML Schemes:
[image: image15.emf]
Figure 3: Block diagram for Low-Complexity ML
· Low complexity decoding: 

· E.g., sphere decoding is computationally the same as symbol level ML decoding. However, the search is organized efficiently wherein the principle of pruning branches in a tree search structure is applied to limit complexity. The complexity is sphere decoders can be limited according a path metrics of the UE’s choice. Overall, this achieves polynomial decoding complexity in the number of data streams.
· Other approximation to ML detectors are also well known in literature

· Low complexity ML schemes are scalable in complexity with a limited number of interferers and are lower in complexity than symbol level ML, with a performance that typically approaches symbol level ML. 
· Parameter Extraction: See description in symbol level ML.
3.3 Signalling Assumptions/Requirements
We list the set of signalling requirements for the maximum likelihood detector. All of he following information is known for the serving cell through control channel signalling, but they are unknown for the interfering cells.
· Transmitted amplitude, including the traffic to pilot ratio (TPR) for PDSCH channels,
· Spatial precoding scheme, which varies depending on the transmission mode
· A larger granularity of the spatial precoding information would the transmission mode (TM), but the UE will still have to figure out the exact spatial scheme in order to perform ML detection.
· Modulation format, which is the constellation from which the symbols are chosen, as determined by the MCS.
· Granularity of parameter variation: The UE could potentially see different interferers on each RB; therefore, the granularity of variation of the above parameters is per RB.

· An additional simplification may be made by assuming a sub-band (6 RBs) level granularity for the interference transmission parameters.

Additional parameters needed for Codeword level ML:

· Exact MCS and encoding scheme information will be needed by the UE if codeword level ML needs to be performed.

· Exact RB allocation: In order to successful decode the interferer’s codeword, the UE needs know the RB allocation of the interferer so that the entire codeword can be decoded. 
4 Conclusions
We discussed the class of ML receivers for interference mitigation in Rel-12 UEs. The following are the salient points in the discussion 

· Codeword ML is the performance optimal choice, but the complexity of implementation is prohibitive, which makes it not practical. 
· Symbol level ML decoding is less complex than codeword level, but still complex in terms of practical implementation. We propose to study it to obtain an estimate of the performance achievable by ML detection. 

· Approximations to the ML receiver which reduce complexity are promising candidates, and we propose to evaluate them across different interference scenarios.
· We propose to evaluate each of these receivers under the following conditions:

· With genie-aided network assistance

· Without network assistance
· As RAN1/2 specifications materialize in the future, with varying degrees of network assistance.
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