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1. Introduction

During the discussion of FE-FACH, one topic has been the signalled L3 filter coefficient for measurements used to determine which radio links to perform E-RGCH monitoring. An L3 filter coefficient is included in RAN2 signalling, in [1] it was proposed to remove the coefficient and leave the filtering to UE implementation, whereas in [2] it was proposed to use the filter to specify a time window (eg [60 * N + 10] ms, where
[image: image1.wmf]19

..

0

,

2

2

/

=

=

K

N

K

, and the parameter K corresponds to the signaled Filter coefficient) within which the missed down probability requirement for E-RGCH should be satisfied. 
2. Discussion

From 25.331, we can see the definition of L3 filtering
	The filtering shall be performed according to the following formula.
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The variables in the formula are defined as follows:

Fn is the updated filtered measurement result

Fn-1 is the old filtered measurement result

Mn is the latest received measurement result from physical layer measurements, the unit used for Mn is the same unit as the reported unit in the MEASUREMENT REPORT message or the unit used in the event evaluation.

a = 1/2(k/2), where k is the parameter received in the IE "Filter coefficient".

NOTE:
if k is set to 0 that will mean no layer 3 filtering.




One of the issues which was discussed in RAN4#66 was that UE implementations can have different measurement sample rates, making a standardised recursive filter more difficult to specify. We believe that a UE can use relatively straightforward scaling of the signalled filter coefficient if it uses a different sample rate than has been assumed in the 3GPP filter specification. Similar principles to adapt the signalled filter coefficient are already explicitly specified for LTE L3 filter coefficient.
2>
adapt the filter such that the time characteristics of the filter are preserved at different input rates, observing that the filterCoefficent k assumes a sample rate equal to 200 ms;

In practice, this means that the signalled filter coefficient is adapted in the following manner:

a = 1/2(k/4) (3GPP definition of filter coefficient, based on signalled parameter k from 36.331)
acomp = 1-(1-a)UE_sample_rate/200 (Compensated filter coefficient for UE sample rate)

This is illustrated for an example case in figure 1, but using the HSPA formulation of filter coefficient ie a = 1/2(k/2) rather than 1/2(k/4) K=1 is used, giving a=0.707 and acomp= 0.2177 for the case with 40ms sample rate. The impulse response of the 200ms sample rate filter and the 40ms sample rate filter is shown to be equivalent.
Practical LTE implementations perform L1 filtering prior to L3 filtering. However, the L1 filter should not be performed in block manner (eg producing a single new output sample every 200ms) if event triggered reports are not to be delayed. Hence one appropriate implementation is a sliding window L1 filter which provides a new filtered sample every time a new L1 measurement sample is obtained. This can be further filtered by any configured L3 filter using acomp instead of a as its coefficient. It should also be noted that this formula holds even if the implementation sample rate is slower than 200ms, such as may occur in DRX.
Although it is not explicitly stated that UTRA implementations adapt their CELL-DCH L3 coefficeint, it is implied by the measurement model [3] that the coefficient corresponds to an input assumed to be one measurement period:
Layer 3 filtering: Filtering performed on the measurements provided at point B. The behaviour of the Layer 3 filters are standardised and the configuration of the layer 3 filters is provided by RRC signalling (UE measurements) or NBAP signalling (Node B measurements). Each filtered result at point C shall correspond to a Layer 3 filtering performed using a reporting period equal to one measurement period at point B;
Further details of the UTRA measurement model are provided in Annex A. The main significant difference from a measurement filtering perspective between UTRA versus LTE is that the UTRA filter coefficient is given by a = 1/2(k/2) rather than a = 1/2(k/4)
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Figure 1 : Impulse response of 200ms sample rate filter, and 40ms sample rate filter with equivalent compensated coefficient
Recursive coefficients may be related to an approximately equivalent sliding window filter by the half-life of the filter. We define the half life in milliseconds as the time that the impulse response takes to decay to 50% (in linear domain)  and it can be calculated by the logarithm function:
Thalf = log(1-a) (0.5)*200 

For the example response shown in figure 1, Thalf = log0.707 (0.5)*200 = 112.9ms. Samples within a 112.9ms window will have more influence on the filter output than samples older than 112.9ms. Thus a sliding window average with a window length of this order (or a small number of integer multiples of Thalf ) would be somewhat equivalent.
Considering measurements that allow decisions on FE-FACH E-RGCH monitoring, we also think that network configurability is important. E-RGCH monitoring for FE-FACH is a mobility decision since it allows neighbouring cells to perform interference control in the same way as is performed for the cells in the E-DCH active set for cell DCH UEs which clearly benefits from the possibility for the network to configure L3 filters. Network configurability of the measurements is important because the UE cannot be aware of deployment considerations such as cell size etc.

Since the measurement model is well defined for UTRA and L3 filtering of measurement is a well established approach for configurability of filtering, we believe that it should also be used for FE-FACH

Proposal 1 : No new measurement model is developed for FE-FACH measurements associated with monitoring E-RGCH and principles of L3 filtering are used to configure the measurement for different deployments.

Our assumption is also that a 200ms L1 measurement period would be suitable, given that the usage of the measurements is not very different from Cell-DCH E-DCH active set maintenance, other than that the UE makes autonomous decisions.
Testing aspects

Now we turn our consideration to testing of FE-FACH, both from an RRM and demodulation (E-RGCH monitoring perspective). In principle, we think that it would be preferable to have separate demodulation and RRM requirements, so as to avoid (for example) that a UE with worse E-RGCH monitoring than expected from a RAN4 perspective can compensate in the testcase by starting to monitor E-RGCH more quickly than RAN4 has assumed. 
However, this depends on the practical feasibility of separate tests. The description of determining which E-RGCH RL to monitor is provided in 25.331 and reproduced below:

	14.1.7
Intra-frequency Common E-RGCH RL Determination (FDD only)
For reception of E-RGCH from radio links other than the serving E-DCH radio link in CELL_FACH state, the UE shall:

1>
if Equation 1 below is fulfilled for a primary CPICH of a cell to be evaluated for performing E-RGCH reception: 

2>
if the equation has been fulfilled for a time period indicated by "Time to trigger" equal to 0: 

3>
consider the radio link as a Common E-RGCH RL.

Equation 1:

10∙LogMNew + CIONew ≥ 10∙LogMBest - R1a-E-RGCH
The variables in the formula are defined as follows:

MNew is the CPICH Ec/N0 measurement result for the cell under evaluation for E-RGCH reception.

CIONew is the individual cell offset for the cell under evaluation for E-RGCH reception, if an individual cell offset is provided in the system information for that cell. Otherwise it is equal to 0.

MBest is the CPICH Ec/N0 measurement result for the serving E-DCH cell, not taking into account any cell individual offset.

R1a-E-RGCH is the reporting range constant.

MNew and MBest are expressed as ratios.



Our understanding of this procedure is that unlike other measurement events, there is not criteria to stop considering any radio link as a common E-RGCH RL (other than release of E-DCH resources and restarting the whole procedure from the beginning). Thus, it seems that once the UE is monitoring an E-RGCH radio link from a non-serving cell, it should continue to monitor it indefinitely. However, we would like to confirm this understanding with other companies in RAN4 because some of the earlier contributions on this topic appear to assume also that radio links can stop being monitored.
If the E-RGCH radio link is moitored indefinitely, then the testing procedure for demodulation may be simplified. For example, there can be an initialisation phase for the addition of the non-serving radio link which needs to be sufficiently long and with radio conditions to ensure that at some point the criteria 10∙LogMNew + CIONew ≥ 10∙LogMBest - R1a-E-RGCH is met. It would even be possible to use AWGN conditions during the initialisation phase before switching to the chosen demodulation test propagation conditions and counting the missed down rate. The precise definition of “sufficiently long” may still need further evaluation in RAN4, but for now we concentrate on the basic principles. Indeed the definition of “sufficiently long” implies a certain RRM requirement after which the UE should be monitoring a strong neighbour E-RGCH.
Proposal 2 : Demodulation testing may be performed independently of RRM testing with a suitably long initialisation period

We note that agreement of this proposal would be conditional on other companies having the same understanding of 25.331, namely that there is no criteria to stop monitoring E-RGCH. Otherwise a long initialisation period would not help, as the UE may still drop the E-RGCH monitoring during a later phase of the test case.

Seperation of the demodulation and RRM tests following the conventional testing principles would be beneficial, since it avoids the issue that a UE with better RRM performance and worse demod performance or vice versa might pass a combined test case, even though its overall performance is not sufficent for the practical use of common E-RGCH.
This leaves RRM requirements and testing as a separate issue, and the need is to ensure that the UE starts monitoring E-RGCH in a reasonable time, while still performing sufficient filtering of the measurements. Essentially there could be two cases

1) The UE enters cell FACH state with uplink data in the buffer and rather quickly gets allocated E-DCH resources
2) The UE has already been in cell FACH state for some time (sufficient to perform intrafrequency cell detection and L1/L3 measurement filtering)

For case 2), we think it is reasonable that the UE maintains an L3 filtered measurement of the intrafrequency neighbour cells (L3 filter is a simple recursive operation) even before the E-DCH resources are allocated. So it can essentially determine immediately which E-RGCH to monitor, based on the measurement results which it already has available.

For case 1), the UE necessarily needs to take some time to filter the measurements before it can meaningfully decide which E-RGCH to monitor, which will depend on the L1 and L3 filtering performed.
The timing is illustrated in figure 2 and the 2 cases correspond to whether the time for filtering for event 1A evaluation is longer or shorter than the time between transitioning to cell FACH starte and E-DCH resources being allocated. [image: image5.png]idle Mode—s ELL_FACH State:
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Figure 2 : Timing for event 1A filter evaluation after transition to cell FACH state
One way of addressing this is to decide a time when the filtered measurement samples should be evaluated can be based on Thalf, the time defined earlier for the impulse response to decay to 50% of its initial value. Some multiple of Thalf could be considered as the appropriate time to make a decision on which E-RGCH to monitor, for example in table 1 we have assumed 2*Thalf and an additional 200ms L1 measurement period would be an appropriate time duration. This duration is tablated for all possible values of k that can be signalled as L3 filter coefficient. 
	K
	a
	Thalf (ms)
	2*Thalf (ms)
	Add L1 filter (ms)

	0
	1
	0
	0
	200

	1
	0.707106781
	112.8952765
	225.790553
	425.790553

	2
	0.5
	200
	400
	600

	3
	0.353553391
	317.7645274
	635.5290547
	835.5290547

	4
	0.25
	481.8841679
	963.7683359
	1163.768336

	5
	0.176776695
	712.6459397
	1425.291879
	1625.291879

	6
	0.125
	1038.178614
	2076.357228
	2276.357228

	7
	0.088388348
	1498.029386
	2996.058772
	3196.058772

	8
	0.0625
	2148.010733
	4296.021467
	4496.021467

	9
	0.044194174
	3066.989182
	6133.978364
	6333.978364

	11
	0.022097087
	6204.079264
	12408.15853
	12608.15853

	13
	0.011048543
	12477.86117
	24955.72234
	25155.72234

	15
	0.005524272
	25025.22976
	50050.45952
	50250.45952

	17
	0.002762136
	50119.87027
	100239.7405
	100439.7405

	19
	0.001381068
	100309.1032
	200618.2064
	200818.2064


Table 1 : 2*Thalf + 200ms which could be used as a decision time for different L3 filters, tabulated for all possible filter coefficients.

Alternatively, the core requirement could be defined with K=0, similarly to event triggered reporting requirements, which would be a simpler approach and more consistent with previous RAN4 requirements and testcases on event triggered reporting. This at least allows the development of a core RRM requirement. Whether the requirement is testable is a different question; it may be somewhat difficult to determine exactly whether or not a UE is monitoring neighbour E-RGCH since there is no explicit event which can be monitored, such as in existing RRM tests. If RAN4 thinks it is necessary to develop tests as well as core requirements for RRM, then there are two options for testability

1. An explicit test message which provides information about which E-RGCH link(s) are being monitored by the UE

2. Implicit testing eg by sending E-RGCH down commands on the neighbour cell in condions where the SNR should be sufficient to decode them without error and observing the time when the UE starts to respond to them

For the second option, it may be difficult to ensure that the conditions would allow the correct decoding of E-RGCH since the serving cell needs to be stronger than the neighbour cell, otherwise reselection would be triggered in the testcase. Nevertheless, even with some residual E-RGCH decoding errors the test should be able to give an indication of when the UE starts to monitor E-RGCH.
For RRM testing, if wanted the delay for both scenarios mentioned earlier could be measured namely:

1) The UE enters cell FACH state with uplink data in the buffer and almost immediatley gets allocated E-DCH resouces

In this case the scenario involves cell identification and measurement. While the core requirement is not clearly defined (when the UE must start E-RGCH monitoring), nevertheless the expected delay with K=0 can be expected to be around 800ms. With non zero filter coefficicent, table 1 gives an indication of possible decision time
2) The UE has already been in cell FACH state for some time (sufficient to perform intrafrequency cell detection and L1/L3 measurement filtering). In this case, the UE should be able to perform E-RGCH monitoring of the decided neighbour cells almost immediately after E-DCH resources are allocated
In this scenario, it should be confirmed that the UE is able to perform E-RGCH monitoring within a suitable short period of time.

In summary, we believe the following aspects need further discussion:
· Core requirements from a RAN4 perspective, ie how long after transition to cell FACH state is the UE expected to be ready to perform E-RGCH monitoring, and is the UE allowed/expected to maintain filtered measurement in FACH state to be ready to determine E-RGCH monitoring set. 

· Which scenario(s) should be tested, ie UE that has just transitioned to cell FACH state, or UE that has been in cell FACH state for some time and which L3 filter setting(s) should be used (Typically K=0 is used for cell DCH tests to allow for more predictable testing of the shortest delay, and the recursive filter is more of a functional behaviour/algorithm).
Proposal 3 : RAN4 should further discuss the core requirements and scenarios for RRM testing of the UE functionalities to determine which E-RCGH radio link(s) to monitor.

3. Conclusions

In this contribution we provide details of equivalent L3 filtering which provides the same impulse response as a standardised measurement filter while allowing the implementation to measure at a different rate than is assumed in the specifications. This adaptation is explicitly mentioned in E-UTRA measurements, and implied by the description of UTRA measurement model in [3].

Considering measurements that allow decisions on FE-FACH E-RGCH monitoring, we also think that network configurability is important. E-RGCH monitoring for FE-FACH is a mobility decision since it allows neighbouring cells to perform interference control in the same way as is performed for the cells in the E-DCH active set for cell DCH UEs. The principal difference is that the Cell-DCH E-DCH active set is controlled by an RNC, whereas the UE may autonomously decide which cells to perform E-RGCH monitoring for in cell FACH state. Nevertheless, network configurability of the measurements is important because the UE cannot be aware of deployment considerations such as cell size.

Since the measurement model is well defined for UTRA and L3 filtering of measurement is a well established approach for configurability of filtering, we believe that it should also be used for FE-FACH.

Based on this, the following proposals is made.

Proposal 1 : No new measurement model is developed for FE-FACH measurements associated with monitoring E-RGCH and principles of L3 filtering are used to configure the measurement for different deployments.

Our understanding of this procedure is that unlike other measurement events, there is not criteria to stop considering any radio link as a common E-RGCH RL (other than release of E-DCH resources and restarting the whole procedure from the beginning). Thus, it seems that once the UE is monitoring an E-RGCH radio link from a non-serving cell, it should continue to monitor it indefinitely. Assuming the E-RGCH radio link is moitored indefinitely, then the testing procedure for demodulation may be simplified. For example, there can be an initialisation phase for the addition of the non-serving radio link which needs to be sufficiently long to ensure that at some point the criteria 10∙LogMNew + CIONew ≥ 10∙LogMBest - R1a-E-RGCH is met. 

Proposal 2 : Demodulation testing may be performed independently of RRM testing with a suitably long initialisation period

For the RRM testing the following aspects need further discussion

· Core requirements from a RAN4 perspective, ie how long after transition to cell FACH state is the UE expected to be ready to perform E-RGCH monitoring, and is the UE allowed/expected to maintain filtered measurement in FACH state to be ready to determine E-RGCH monitoring set. 

· Which scenario(s) should be tested, ie UE that has just transitioned to cell FACH state, or UE that has been in cell FACH state for some time and which L3 filter setting(s) should be used (Typically K=0 is used for cell DCH tests to allow for more predictable testing of the shortest delay, and the recursive filter is more of a functional behaviour/algorithm).

Proposal 3 : RAN4 should further discuss the core requirements and scenarios for RRM testing of the UE functionalities to determine which E-RCGH radio link(s) to monitor.
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Annex A: UTRA measurement model reproduced from 25.302

9.1
Model of physical layer measurements

This subclause describes a model for how the physical layer measurements are performed. This model applies both to the UE and Node B measurements. This model sets the requirement on the behaviour of the measurement elaboration and reporting performed by L1 as well as filtering controlled by higher layers. It is not meant to be a requirement for implementation as long as the performance requirements in [9] and [10] are fulfilled.
The measurement model for physical layer measurements is represented in the figure 7.
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Figure 7: Measurement model

The model is described below:

-
A: measurements (samples) internal to the physical layer in support to the measurements to be provided to higher layers;

-
Layer 1 filtering: internal layer 1 filtering of the inputs measured at point A. Exact filtering is implementation dependant. How the measurements are actually executed in the physical layer by an implementation (inputs A and Layer 1 filtering) in not constrained by the standard i.e. the model does not state a specific sampling rate or even if the sampling is periodic or not. What the standard specifies in [9] and [10] is the performance objective and measurement period at point B in the model. The performance objectives for the physical layer measurements are specified in [9] and [10];

-
B: A measurement reported by layer 1 after layer 1 filtering. The reporting rate at point B shall be sufficient to meet the performance objectives as defined in [9] and [10];

-
Layer 3 filtering: Filtering performed on the measurements provided at point B. The behaviour of the Layer 3 filters are standardised and the configuration of the layer 3 filters is provided by RRC signalling (UE measurements) or NBAP signalling (Node B measurements). Each filtered result at point C shall correspond to a Layer 3 filtering performed using a reporting period equal to one measurement period at point B;

-
C: A measurement after processing in the layer 3 filter. The reporting rate is identical to the reporting rate at point B and is therefore also measurement type specific. Although this is not shown in the figure, one measurement can be used by a multiplicity of evaluation of reporting criteria;

-
Evaluation of reporting criteria: This checks whether actual measurement reporting is necessary at point D i.e. whether a message need to be sent to higher layers on the radio interface or Iub interface. The evaluation can be based on more than one flow of measurements at reference point C e.g. to compare between different measurements. This is illustrated by input C, C', etc. The UE shall evaluate the reporting criteria at least every time a new measurement result is reported at point C, C' etc. The reporting criteria are standardised and the configuration is provided by RRC signalling (UE measurements) or NBAP signalling (Node B measurements). Examples are periodic reporting and event based reporting. In case periodical reporting is in use and if the reporting interval is different from the filtering period defined by the layer 3 filter, the last measurement result filtered by the L3 filter shall be used as the value of the reported result. In case event triggered reporting is in use and the reporting criteria is fulfilled, the last measurement result filtered by the L3 filter shall be used as the value for reporting criteria evaluation and as the value of the reported result. This applies also for any additional measurements that shall be reported as a consequence of the event;
-
D: a measurement report information (message) sent on the radio or Iub interface.
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